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Introduction 
A year ago, at Intermede’s 2024 summer offsite, we 
examined the nascent role of AI in our investment 
research. The conclusion then was cautious: while 
the models (like early GPT-4) could generate 
interesting outputs, their downsides – 
hallucinations, superϐicial reasoning – were 
signiϐicant.  

Fast-forward to our 2025 offsite, and the landscape 
had transformed. In the span of a year, AI 
capabilities took a huge leap forward, meaning that 
today’s best Large Language Model (LLM) tools can 
produce work of far higher quality than was 
possible previously.   

What changed? In short, the advent of “reasoning-
optimized”, or “chain-of-thought” models. Over the 
past 12 months, nearly every major AI provider has 
released a new breed of LLM focused not just on 
language ϐluency but on iterative reasoning, 
problem-solving, and integration with live data, 
thereby sidestepping a major handicap for earlier 
models, namely that of “learning cutoffs” that 
constrained the responses a model could provide to 
the most recent, and inevitably increasingly stale, 
data that it had been trained on.  

These new reasoning models are designed to go 
beyond regurgitating training data. They 
can dynamically research, perform multi-step 
logical reasoning, and organize ϐindings in a 
thoughtfully structured way that greatly aids 
subsequent review of their output. Rather than 
answering questions in one pass, they break down 
tasks, search for information as needed, and even 
use tools or code to formulate more accurate 
answers. 

The initial step change was OpenAI’s release of 
its “o-series” reasoning models, ϐirst with the o1 
model in September 2024, but more deϐinitively 
with the o3 model that became widely available in 
April 2025 and, for the ϐirst time, put a professional 
standard researcher with near-inϐinite knowledge 
and no need for rest at our disposal1.  

 
1 Appendix A presents a chart showing the rate of progress achieved by 
the o1 and o3 reasoning models against the most rigorous industry 
performance benchmarks relative to the non-reasoning GPT 4 model  
2 Update note: On August 7th 2025 Open AI released a new standard 
model, GPT-5, which integrated o3, removing it as a directly accessible 
option in a dropdown, instead giving access to it via a ‘router’ internal 

One can today task o3 with an in-depth ϐinancial 
analysis task and get back within minutes a 
coherent, detailed response that might have taken a 
human team several days to produce.  

And it’s not just the o3 model in possession of these 
remarkable new capabilities. Throughout 2025 the 
other leading AI labs including Google (Gemini 2.5), 
Anthropic (Claude 3.7), and X AI (Grok 4) have all 
released their own reasoning models possessing 
similarly powerful deep research capabilities and 
able to carry out much of the work of an 
experienced professional analyst to high standard, 
ranging from scrutinising earnings transcripts and 
extracting and organising all information relevant 
to an investment thesis, to drafting full detailed 
company investment notes. This is a startling 
capability shift that demands our attention. 

Yet, if these new AI tools are so powerful, one might 
ask why aren’t they dominating industry headlines?  

In the case of o3, one reason may be that the 
breakthrough is somewhat hidden in plain sight. 
OpenAI’s product naming and interface have 
been confusing, even to sophisticated users. The 
ChatGPT interface presents o3 as just another 
option in a dropdown, with a nondescript name 
that could be mistaken for an outdated model2. As 
OpenAI’s own Chief Product Ofϐicer recently 
acknowledged, they have prioritized releasing a 
range of models of varying capabilities quickly over 
clear branding, resulting in “a bit of confusion”3.  

Another broader reason may be that the world is 
simply lagging in its understanding of the 
magnitude of the recent leap in AI’s level of ability.  

For example, in July 2025 the Forecasting Research 
Institute, a research group, asked a group of 
biologists and professional forecasters when an AI 
system would be able to match the performance of 
a top team of human virologists on a set of stringent 
tests. The scientists thought parity would be 
reached in 2030, the forecasters thought by 2034. 
The o3 model was then given the same test and 
immediately matched the results of the human 
experts. Also in July, 2025 saw AI models from Open 
AI and Google achieve gold medal ratings in the 

to the new model that judges when access to the most powerful 
reasoning model is required based on prompt content, or reaches for it 
if the user selects the ‘Thinking’ option in a new dropdown 
3 Azeem Ahar’s Exponential View podcast, interview with Open AI Chief 
Product Ofϐicer Kevin Weil, June 4th 2025 
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International Mathematical Olympiad for the ϐirst 
time, 18 years sooner than experts predicted in 
20214.  

For investment professionals and consultants, the 
emergence of these reasoning LLMs represents a 
new factor in our operating environment. Just as 
spreadsheets or Bloomberg terminals once changed 
how we work, we must now evaluate how AI co-
pilots can augment (but not replace) our human 
teams.  

This discussion paper focuses on an illustrative 
(and non-exhaustive) set of practical use cases for 
reasoning models in fundamental equity research. 
For a more wide-ranging survey across models 
available in mid-2025, we recommend the 
discussion paper Outperformed by AI: Time to 
Replace Your Analyst? Michael Schopf, CFA, April 
2025 
 
We also examine the risks that come with using 
these models and how we at Intermede are 
managing those risks as we integrate AI into our 
process. The tone here is deliberately direct and 
pragmatic, seeking to present clear insights based 
on actual use cases that we have explored internally, 
including at our offsite.  

Finally, in order to keep this paper at a manageable 
scale, while we believe they are interesting for the 
way that they can add access to a walled garden of 
high signal information such as expert interviews 
that the other LLMs cannot access, we are 
intentionally not examining AI enabled research 
and market intelligence tools such as AlphaSense, 
Fintool and Quartr here.  

At time of ϐinal edit, OpenAI competitor Anthropic 
has also just demonstrated5 ‘Claude for Financial 
Services’, showcasing direct integration with leading 
data providers including S&P Capital IQ and Factset 
as well as customers’ proprietary datasets via 
Snowϐlake, and receiving high praise from 
prominent trial users including the Norwegian 
sovereign wealth fund NBIM6. AI ϐirm Perplexity has 
also just released an AI-enabled browser called 
Comet which early users are reporting is helpful for 

 
4 https://www.economist.com/leaders/2025/07/24/the-economics-
of-superintelligence 
5 https://www.youtube.com/watch?v=5zd7m3Rh5B0 
6 “Claude has fundamentally transformed the way we work at NBIM. 
With Claude, we estimate that we have achieved ~20% productivity 
gains—equivalent to 213,000 hours. Our portfolio managers and risk 
department can now seamlessly query our Snowϔlake data warehouse 

ϐinancial analysis. These are further new 
capabilities that we will explore in due course, and 
which we mention here to make vivid the sheer 
pace of change in the AI space.  

In the following section, we aim to provide a basic 
sense of how reasoning models arose, and how they 
are trained. Intended to be optional, the section can 
easily be skipped without breaking the ϐlow of the 
paper.  

The Rise of Reasoning-
Optimized Models 
“Reasoning-optimized” LLMs are distinguished by 
their ability to handle complex, multi-step 
analytical tasks. Traditional LLMs (such as earlier 
GPT-3/4 or other models up to 2024) mostly tried 
to answer a question in one go, based on whatever 
they had seen in training data. In contrast, the new 
reasoning models effectively think out loud, 
showing the steps in their reasoning, and 
can interact with external data sources as needed.  

To get brieϐly under the hood of these models, and 
to try and at least glimpse what is driving their new 
capabilities, the gains result from an innovative 
model architecture developed in a 2022 paper7 that 
presented a model structure called ‘STaR’ (self-
taught reasoner) that would allow an LLM to 
‘bootstrap’ its own learning.  

We asked o3 itself to help us understand this new 
type of model and have included its response as 
appendix B.  

In short, it is as if this learning technique allows the 
models a path to autonomously grasping a new 
depth of nuance and complexity that maps 
accurately to the real world, far beyond anything 
previously available. 

 

 

and analyze earnings calls with unprecedented efϔiciency. From 
automating monitoring of newsϔlow for 9,000 companies to enabling 
more efϔicient voting, Claude has become indispensable.” Nicolai Tangen, 
CEO, NBIM 
7 STaR: Self-Taught Reasoner: Bootstrapping Reasoning With Reasoning, 
Dept. of Computer Science, Stanford University and Google Research, 
May 2022 https://arxiv.org/pdf/2203.14465  
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An actual example of a question-and-answer set 
used for model training, taken from the STaR 
paper: 

 

The model training structure (full size image 
included as Appendix C):  

 

While we admittedly go outside our circle of 
competence when we read a paper like this, 
glimpsing the capabilities these models are 
developing is feels like something close to magic.  

But what of the use cases for fundamental equity 
research?  

 

 

 

 

 

 

 

 

 

 

 

High-Value Use Cases in 
Fundamental Equity 
Research at Intermede  
How can these AI models actually augment a 
fundamental equity research process? We have 
been experimenting with multiple use cases that 
map to typical tasks of analysts and portfolio 
managers. Below we present some high-value 
applications along with real examples drawn from 
our team’s trials with LLM reasoning models, that 
illustrate the potential: 

1. Thesis Generation and Scuttlebutt 

One powerful use of LLMs is to brainstorm and 
research investment themes or hypotheses. 
Analysts often speculate on industry trends or 
emerging themes to ϐind investment opportunities – 
a time-consuming task requiring sifting through 
many sources. A reasoning LLM can serve as a 
super-charged research assistant here. 

For example, consider a thematic question we 
posed: “Data centre operators (the hyperscalers like 
Google, Microsoft) are increasingly investing in clean 
energy (e.g., nuclear reactors) to power their servers. 
If the trend of hyperscalers buying nuclear power 
grows, which companies stand to beneϔit the most? 
Where in the value chain (infrastructure, plant 
operators, etc.) are the highest returns?” This is a 
multi-faceted prompt, essentially asking the AI to 
identify a value chain and pick stocks leveraged to a 
theme. 

OpenAI’s o3 model handled this remarkably well. It 
broke down the problem, identiϐied relevant parts 
of the nuclear power value chain (e.g. reactor 
manufacturers, uranium fuel suppliers, utilities 
operating nuclear plants, engineering & 
construction ϐirms, etc.), and surfaced speciϐic 
companies in each category. It highlighted that plant 
engineering ϔirms and specialized component 
suppliers might earn high margins if new reactors 
are built, and named a few publicly traded 
companies ϐitting those roles (with brief rationales 
for each). It also correctly pointed out 
that regulated utility operators have capped returns, 
suggesting looking instead at companies providing 
scarce inputs or technology for nuclear projects. In 
essence, the AI provided a ϐirst-pass “map” of the 
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investment theme, saving an analyst many hours of 
exploratory research. An analyst could take that 
output, verify the suggested companies and facts, 
and then have a solid starting list for deeper due 
diligence. In our case, the model even cited 
partnerships (like tech ϐirms partnering with 
nuclear operators) gleaned from its training data, 
giving us leads to verify in news sources. 

The value here is twofold: speed (rapid collation of 
information from across domains) and breadth (it 
may surface an angle the human didn’t initially 
consider). Of course, we treat the AI’s output as a 
hypothesis generator – everything must be checked. 
But as a creativity and scuttlebutt tool, it’s 
extremely useful. It’s like having an intern who has 
read literally everything, from energy policy papers 
to niche industry reports, and can dump a summary 
of “what to look at” on your desk in minutes. 

2. Deep-Dive Analysis & Regulatory Scanning 

LLMs can also assist in digging into speciϐic stock 
questions, especially around unstructured data like 
news, ϐilings, or regulatory changes. One scenario 
we explored related to the Electronic Design 
Automation business Synopsys: “Analyze the 
situation of Synopsys (an EDA software company) 
regarding its exposure to China. How might recently 
announced US export restrictions on EDA software 
impact Synopsys’ business, given its share in China, 
and what is the state of Chinese competition in this 
space?”. This prompt basically asks the AI to 
perform a focused analysis that combines: 
knowledge of Synopsys’ revenue exposure, 
understanding of new regulations, and competitive 
landscape insight. 

The LLM responded with a structured mini-report. 
It recalled (approximately correctly) that China 
accounted for a signiϔicant chunk of Synopsys’ 
revenue (the AI gave a ϐigure around 15%, which 
was in the ballpark of reality). It outlined the new 
export rule – that advanced EDA tools can’t be sold 
to Chinese military-linked ϐirms – and reasoned 
that Synopsys could face a growth cap in China or 
need licenses for certain sales, potentially a 
headwind. The model then listed known Chinese 
EDA competitors (like local startups and a state-
backed EDA initiative) and assessed that while they 

 
8 This is one area where sheer size of document can make o3 less 
useful, as it has a 200,000 token context window, which in plain English 
means it can take in and analyse roughly 150,000 words at a time. For 

are growing with government support, they lag a 
generation or two behind Synopsys’ cutting-edge 
tools. This means immediate full replacement is 
unlikely, but over a multi-year horizon the 
competitive gap could close if Synopsys is locked 
out. The LLM even advised monitoring Synopsys’ 
earnings calls for any mention of China risks (a very 
analyst-like suggestion). 

This example illustrates how a reasoning LLM can 
perform a rapid synthesis of public information on 
a speciϐic question, essentially writing a quick 
memo that an analyst might write after a day of 
research. It’s not ϐlawless – we had to verify the 
China revenue percentage and ensure no detail was 
hallucinated. But all the pieces it brought up were 
valid considerations. For an analyst preparing for a 
meeting or just trying to get up to speed on an 
issue, asking the LLM for such an analysis can be 
like compressing a day’s worth of reading into a few 
seconds. It’s a force-multiplier for getting context 
on a stock, especially for topics like regulatory risk 
where information is fragmented across news 
articles and government statements. 

Additionally, LLMs can assist in scanning regulatory 
ϐilings or news more directly. For example, one 
could feed the text of a new 200-page SEC proposal, 
regulatory ϐiling or company report to a model with 
a large context window8 and ask for the key points 
or any implications for speciϐic companies. We have 
tried this with success – the LLM will pull out 
sections of a document relevant to the query (e.g., 
“what does this new regulation say about 
semiconductor export controls?”) and summarize 
them, saving us from reading the entire document 
word for word. 

3. Initiation on a New Business or Industry  

A well-known challenge for an analyst coming to a 
business or industry for the ϐirst time, is ‘where to 
start?’. Given the speciϐic rates of growth and 
ϐinancial return that we look for in potential 
portfolio companies, which narrow the universe 
materially, it’s not that often that we come 
completely fresh to a company. But it does happen, 
and here sensible use of AI can save signiϐicant time 
getting up and running on a new idea.  

anything longer, LLMs like Gemini or GPT4 have 1,000,000 token 
context windows, so could easily ingest the whole of War and Peace 
(~600k words) in one go 
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For example, if we wanted an LLM to create a 
detailed initiation note on a business, we can load 
the model’s ‘context window’ with historic 
ϐinancials ϐilings, and set our own expectations and 
requirements with a detailed prompt of the sort of 
analysis we are looking for. The quality of work that 
can be returned in minutes today typically matches 
or exceeds what we might have expected a smart 
summer intern to produce as a single project over 
several weeks.  

Relatedly, the models are also helpful with company 
meeting preparation. For example, asking AI to 
review the set of questions you plan to ask a 
management team, and to propose further lines of 
enquiry, can often help extend the reach and depth 
of our interactions with companies.  

The steps we can take to maximise the quality of 
this output are looked at in the next section on 
prompt engineering.  

4. Prompt Engineering as a New Skill 

Our experiences underscore a meta-point: 
effectively using LLMs requires good prompting. 
The quality of output is highly dependent on how 
the task is described. A naıv̈e prompt like “Do a 
SWOT analysis of Company X” might produce a 
generic result – technically correct but not 
insightful. We have found that adding speciϐic 
context and even stakes-raising drama to your 
prompts yields better outcomes, seemingly 
awakening the model to do better work.  

For instance, to move beyond a basic query it is 
helpful to ϐirstly create speciϐicity and urgency for 
the model with a preliminary ‘scene setting’ 
prompt, doing which consistently improves output 
quality: “You are an elite investment research 
analyst. Once complete, your work will be scrutinised 
by a sophisticated and detail-oriented investment 
committee. The intent of this prompt is to become a 
universal one for generating primers and a deep 
understanding of a publicly listed company. This 
should be exhaustive enough that after reading it I 
should have a very clear, comprehensive 
understanding of the company in which I can use as a 
foundation for other research going forward.” 

After this, a detailed and speciϐic roadmap for the 
requested output is most effective. As an example, 
please see Appendix D for a highly detailed prompt 
for fundamental analysis that we have seen being 

circulated on industry forums – we include this 
non-proprietary example as a fairly maximal 
example of the approach that can be taken here.  

This kind of richer prompt, and the concrete and 
motivating context, effectively communicate to the 
model that the answer really matters, and tends to 
push it to produce deeper analysis with relevant 
details, as opposed to rehashing generic knowledge.  

We are treating prompt wording as an important 
asset. Following our offsite we have founded an AI 
working group that will meet monthly, and are 
building a “prompt library” of tested, effective 
prompts for various common research tasks.  

While it must be stressed that this is at an early 
stage, these range from templates for competitive 
analysis, to prompts that force the AI to output data 
in a table, to prompts that generate probing 
questions to ask a management team. 

In time, a ϐirm’s collection of prompts (and the skill 
to craft new ones on the ϐly) could become a 
competitive differentiator – almost a proprietary 
technology in its own right. We have even used 
LLMs themselves to improve our prompts: for 
example, using a faster model (like an older GPT-4 
variant) to brainstorm ways to reϐine a query, and 
then feeding the reϐined prompt into the o3 
reasoning model for the heavy lifting. This two-
model interplay is an interesting technique – 
essentially having AI help us talk to AI better. 

And at the other end of the scale of precision and 
directness of questioning, we are also ϐinding 
increasing value in unstructured exploratory 
discussion with LLMs. The voice recognition 
accuracy of the models is now of such quality that, if 
you have a not-quite-formed hunch about a 
business that you want to test or explore, you can 
simply take a shot at verbalising it, and the AI will 
ϐirstly transcribe your fuzzy thinking accurately, and 
will then react in ways that can be surprisingly 
helpful in terms of both bringing concrete data to 
bear, or teasing out the underlying logic or hidden 
insight of a point that wasn’t yet fully formed.  

The takeaway for investors is that maximizing value 
from these tools isn’t completely plug-and-play; you 
have to learn how to ask the right questions, and 
the best way to get better at using them, is to use 
them. But once you do, the returns are material – 
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one study9 showed that detailed prompts improved 
the quality of AI-generated SWOT analyses by up 
to 40% in depth and speciϐicity. As such, training 
our team on prompt engineering and sharing best 
practices is a key part of our AI adoption strategy. 

In appendix E we dive a little deeper into this area 
and share some general principles and observations 
relating to prompts and model usage in the 
investment process as recently shared by 
Anthropic, the creator of the Claude models.  

5. Identifying New Use Cases 

As well as usefully augmenting and assisting us in 
the traditional and established workϐlows in our 
process, as long-time investors in technology 
businesses, we are mindful that when a new 
technology emerges, a common trap for users is to 
remain anchored in legacy behaviours to the 
neglect of newly created opportunities. For 
example, when the internet emerged, for many 
years advertising was served unimaginatively as 
‘banner ads’, if the internet was just a new form of 
physical newspaper page. It took the emergence of 
Google’s page rank system, and later the rise of 
Facebook’s inϐinite scroll newsfeed, to make clear 
the nature and scale of a completely new type of 
opportunity unconstrained by legacy form factors.  

So rather than falling into the trap of unthinkingly 
only bringing these new tools to existing processes, 
we are also keen to ensure that we think openly 
about new opportunities created by their arrival.  

For example, one remarkable and freely available AI 
product is Notebook LM, by Google. Put simply, it 
can take large amounts of media in any form 
(whether a 200 page PowerPoint on a business or 
industry, a group of academic papers covering a 
topic or theme, a technical explainer video, etc) and 
distil it into a simulated ‘podcast’ conversation 
between two human-sounding hosts, typically 
ranging from 15 to 30 minutes in length. The 
precision and ‘feel’ with which the nuance and key 
details of the subject matter are captured and 
distilled in these summaries can only be 
appreciated by trying out the tool itself, but as an 

 
9 Outperformed by AI: Time to Replace Your Analyst? Michael Schopf, 
CFA, April 2025 
10 With much higher rates payable for ‘pro’ versions, generally not 
required for our usage levels, although we would note that frustratingly 
tight usage limits have recently been introduced for Anthropic’s entry-
level paid Claude product, perhaps indicative of future changes 

accelerant to getting the ‘gist’ of a subject in a 
manner that simply did not exist just months ago, 
our team are ϐinding it extremely helpful. If, rather 
than assigning half a day to sift through a large 
range of information to ϐind the essential materials, 
you can create a bespoke and highly informative 
podcast on the subject of immediate relevance to 
your research and listen to it on your commute 
home, you can simply get more done than was 
previously possible. 

6. Any Advantage or Edge for Intermede? 

The cost of access to the reasoning models tool we 
are using here is typically around $20/month10 
making them accessible to almost11 anyone with an 
internet connection. So to claim that using them is 
anything more than table stakes might seem like a 
misjudgement.  

However we think that by being proactive and 
thoughtful about our use of these tools, there may 
some advantages conferred on our team.  

These include: i) speed - the ability of an 
independent boutique like Intermede to move 
faster through the process from exploration to 
adoption than larger and slower-moving 
competitors; ii) openness - a high level of curiosity 
exists within our team to experiment with both 
prompting techniques and more unstructured 
exploratory interactions, which over time, and once 
captured by our AI Working Group, should develop 
and embed a strong institutional ‘feel’ for what 
works well in each of the many components of our 
research discipline and allows us to compound an 
IP base that can be used across our team over time; 
and iii) it seems likely that ‘the boutique advantage’ 
of a small team focused on a single mission should 
be advanced by being able to cover more ground 
with our research while not taking on the added 
complexity that inevitably arises if more people are 
added. To give a concrete example of such a beneϐit, 
one insight that emerged from recent work with 
Inalytics, a performance consultant, was that while 
we consistently selected stocks that outperformed 
in the early period of ownership, we experienced 

elsewhere given the high compute costs to serve intensive use of these 
reasoning models 
11 Chat GPT is not accessible in China, for example, without a VPN 
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‘alpha leakage’ by not scaling up positions while our 
research insights were freshest. One source of delay 
between the completion of the primary work by the 
lead analyst and the investment itself has on 
occasions been the subsequent Devil’s Advocate 
anti-thesis work undertaken by an out-of sector 
analyst, which might take up to a fortnight to 
complete.  

Allowing the analyst responsible for the anti-thesis 
to employ AI to test for gaps in the lead analyst’s 
thesis, and then to augment that work with their 
own review, has reduced the time required to create 
a high-quality anti-thesis to less than a day’s work, 
materially reducing the time required before we can 
establish a position, and so better positioning us to 
exploit our analysts’ insights in a timely fashion.  

Finally, given that AI progress is currently being 
driven by two mutually reinforcing exponential 
curves (scaling laws around raw compute power, 
and progress in the model structures themselves12), 
and that these are the exact sorts of growth 
situations where our cognitive fallibilities can 
hamper accurate calibration of the true rate and 
magnitude of change, we are conscious that we may 
be prey to forecasting failures as we estimate how 
quickly developments in AI that have implication 
for our process may arise. If change occurs faster 
than we realize and we fail to keep up, the sort of 
advantages we have identiϐied above will certainly 
erode. 

So we believe an appropriate rule of thumb is 
therefore to assume that: continued change will be 
the norm from here; that these tools will be capable 
of replicating professional level performance in 
more aspects of our research as they improve over 
time; and that we will therefore need to 
continuously adjust our processes to reϐlect these 
evolving capabilities going forwards. We think that 
being alert and open to such change, and embracing 
it as a potential source of advantage rather than 
shying away from it, is the best way to meet these 
emerging new intelligences head on.  

 

 
12 See for example the recent emergence of ‘group of experts’ models, 
beyond the scope of this paper but a growing factor at the leading edge 
of AI development 

Key Risks and Mitigations 
No discussion paper on AI would be complete 
without addressing the risks and pitfalls. We have 
identiϐied several critical risk areas associated with 
using LLMs in our research process, and we 
approach each with mitigation strategies: 

1. Hallucinations (False Information) 

LLMs can generate content that sounds 
authoritative but is completely false, often termed 
“hallucinations.” This risk is especially pernicious in 
investment research because a fabricated detail 
such as an inaccurate growth rate, a non-existent 
product announcement or a misattributed quote 
could directly lead to a bad investment conclusion if 
taken at face value. The danger is ampliϐied by the 
typical AI tone: these models, by design, sound very 
conϐident. Perhaps the worst thing an analyst can 
do is present with absolute conviction a completely 
invented data point, and that is exactly the ‘trap of 
trust’ a hallucinating AI sets. 

For example, during recent usage of o3 we 
encountered a sustained hallucination from the 
model which saw it repeatedly deny that the data it 
was presenting was fabricated, and (even more 
worryingly) when challenged then invent more 
supporting context to falsely substantiate the data.  

It was only on the fourth challenge, when we listed 
the obvious errors and stressed our disappointment 
with the efforts at active deception, that the model 
admitted its fabrication of sources.  

While our rough feel for accuracy is that perhaps as 
much of 98-99% of the material presented by o3 is 
reliable, it’s vital not to lose sight of the fact that 
this also means that in 1-2% of cases it can produce 
information that is not just wrong, but spectacularly 
so.  

Mitigation: Human oversight is non-
negotiable. We therefore treat every factual 
assertion from the AI as a hypothesis to be veriϐied, 
and the continuing value of analyst experience and 
judgement to identify such errors, which on the 
basis of how these ultimately probabilistic models 
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work we do not believe will be eliminated any time 
soon, remains clear.  

When possible, we use the AI’s own tools to help – 
for instance, asking it to provide the source (if using 
a browsing mode) or cross-checking the claim with 
a quick search. It may also make sense to keep the 
AI focused on tasks where the impact of a 
hallucination is low. For example, using it to 
summarize known information or draft sections of 
a report (which we then fact-check line by line) is 
lower risk. By contrast, we avoid using LLM 
outputs directly in ϐinal conclusions without 
veriϐication. In a sense, we treat the AI as a junior 
analyst whose work always needs review. As a 
further guardrail, it it also useful to ask the AI, “Of 
everything you have stated, what’s most likely to be 
inaccurate and why?” – interestingly, the model will 
sometimes reveal where it was guessing or creating 
data out of thin air. This doesn’t ϐix the issue, but at 
least prompts valuable self-scrutiny by the model. 

Finally, we track “known failure modes.” For 
instance, given we know LLMs can often mess up 
dates or maths, we double-check those diligently. 
We can also leverage ensemble approaches: if two 
different models (say o3 and Claude) agree on a 
factual point independently, we can have a bit more 
conϐidence it’s not hallucinated – though we still 
verify important facts through original sources. 

2. “Cognitive Debt” and Skill Atrophy  

A recent concern highlighted by an MIT Media Lab 
study13 is that relying too much on AI for cognitive 
work can lead to a form of mental atrophy, 
dubbed “cognitive debt”. In that study, participants 
who used an LLM to help write essays ended up 
with weaker grasp and memory of the material than 
those who wrote unaided. Brain scans even showed 
lower neural activity for the AI-assisted group. 
Essentially, if you outsource too much thinking to 
the machine, your brain doesn’t get the exercise and 
you may lose sharpness over time – or need to “pay 
back” that debt with extra relearning later. 

In an investment context, this risk translates to 
analysts possibly losing their edge in analysis if they 
become complacent and simply accept LLM 
outputs. The art of ϐinancial modelling, critical 
reading of 10-Ks, or forming a differentiated view 

 
13 Your Brain on ChatGPT: Accumulation of Cognitive Debt When Using 
an AI Assistant for Essay Writing Tasks, Nataliya Kosmyna et al, MIT 
Media Lab, 2025 

could suffer if an analyst just regurgitates what the 
AI feeds them. There’s also the danger of 
groupthink – if everyone is using similar LLMs, their 
analyses might start to look the same (a form of 
intellectual homogenization). 

Mitigation: We consciously treat the AI as 
an augmentation, not a replacement for 
analytical thinking. Analysts must always critically 
dissect the AI’s output rather than passively 
consuming it.  

We also need to be thoughtful and protective of the 
role of traditional training here. Intermede’s hiring 
model since the inception of the ϐirm in 2014 has 
always been to hire moderately experienced 
professionals with 5-7 years of experience with 
modelling and basic ϐinancial analysis. We think this 
model continues to make sense for any future hires, 
but we do wonder what the impact of these tools on 
entry level employees is going to be going forward. 
We will not be able to hire professionals with 5-7 
years’ experience if the ‘on ramp’ to obtain that 
experience is taken away by AI. So the effect of 
these tools on the industry fabric is as yet unknown, 
but may be profound, and should be reϐlected on 
consciously from today.  

And more junior team members especially must not 
become overly dependent on “what the AI says.” We 
will continue to emphasize the importance of 
classic techniques – reading ϐilings, building models 
– and use AI to double-check or enhance, not to do 
100% of the work, and will always insist that the 
extent of the role of AI in the creation of any work is 
clearly ϐlagged, and have added a section in our 
internal documents to ensure that this happens 
clearly and transparently.  

In sum, we aim for a hybrid workϐlow where AI 
provides signiϐicant assistance with the heavy 
lifting on information-gathering and ϐirst-draft 
formulation, but the human does the ϐinal mile of 
reasoning, sense-checking, and decision-making. 
This aligns with ϐindings that the best results come 
from human / AI collaboration – one study14 
explicitly notes “the best approach is hybrid: let AI do 
the heavy lifting, freeing up analysts for higher-level 
judgment,” while human expertise remains essential 

14 Outperformed by AI: Time to Replace Your Analyst? Michael Schopf, 
CFA, April 2025 



 

 
 

11 | P a g e  
 

for nuanced insight. The AI is a powerful cognitive 
enhancer, but we remain the ultimate thinkers. 

3. Data Privacy and Conϐidentiality 

When using third-party AI platforms (OpenAI, 
Google, etc.), any data you input might be leaving 
the secure conϐines of our ϐirm’s network. This 
poses obvious risks if that data is sensitive – e.g., a 
draft investment memo, proprietary research data, 
or client information. We cannot simply upload our 
internal models or non-public information into a 
cloud AI without considering conϐidentiality. Even if 
the AI provider promises not to train on our data or 
to keep it private (as some enterprise offerings do), 
there is always a potential exposure or 
legal/compliance issue. 

Mitigation: We follow a strict data policy: no 
conϐidential or MNPI (material non-public info) is to 
be fed into external AI tools.  

We are also closely watching the development 
of enterprise AI solutions. Many vendors now offer 
versions of these models with strong privacy 
guarantees – e.g., OpenAI has an enterprise API 
where they don’t store or learn from your data, and 
Microsoft/Azure offers OpenAI services within a 
tenant’s cloud environment. We may leverage those 
for any sensitive use cases in future, but our 
learning in this area is at a very early stage. For 
now, a lot of our AI usage has been on public 
information (news, public ϐilings, etc.), which 
mitigates privacy concerns. But as we integrate AI 
further (e.g., having it analyse our internal research 
archives), we may shift in due course to either 
proprietary models or trusted enterprise 
platforms to ensure compliance. 

In summary, incorporating AI into investment 
research comes with a responsibility to manage 
these risks. Our approach is to embrace the upside 
carefully: use the models for what they’re great at 
(speed, breadth, pattern recognition) but keep 
humans in charge of interpretation, ϐinal judgment, 
and anything that involves sensitive information. 
We also document AI-derived inputs in our research 
notes, so it’s clear which analysis came from an AI 
and can be independently veriϐied. If an AI-sourced 
insight can’t be backed up by a reliable source, it 
gets thrown out. 

 

 

Conclusion: Early Days of a 
New Workϐlow 
The integration of reasoning-optimized AI models 
into fundamental research is still at an early stage, 
but the available tools are now powerful and on an 
improving trajectory. 

At Intermede, our experience over the last year has 
convinced us that reasoning LLMs are not mere 
‘stochastic parrots’, but genuinely additive to our 
investment process.  

We are already using them to generate ideas, 
surface risks, and accelerate research tasks that 
used to take us signiϐicantly more time. In doing so, 
we always keep in mind that AI is a copilot, not the 
pilot. The portfolio managers and analysts remain 
ultimately responsible for decisions, with AI serving 
as an assistant with superhuman memory and 
speed but not human judgment. 

We are aware that the rise of these tools could be 
seen as intimidating and emphasize to our team 
that we are augmenting our workϐlow, not 
automating it away.  

The goal is that by delegating certain lower-level 
tasks to AI (like information gathering, ϐirst-draft 
analysis, or repetitive scanning of news), our team 
can spend more time on high-level thinking – 
developing unique insights, testing investment 
theses in depth, engaging with management teams, 
and so on.  

Looking ahead, we plan to expand our use of 
AI carefully but steadily. As models get even better 
(and they will), we expect to trust them with more 
tasks.  

But for now, we remain cautious and will 
continuously monitor for new risks. The regulatory 
environment around AI is evolving, and as 
ϐiduciaries we must ensure that using these tools do 
not introduce compliance issues or hidden biases in 
our decisions. Each new model or tool will be 
evaluated (much like we’d evaluate a new data 
vendor) before adoption. 

In conclusion, we are convinced that we have 
reached a turning point: AI co-pilots like o3 are now 
powerful enough that not using them would put us 
at a competitive disadvantage. At the same time, 
using them wisely – with robust oversight and clear 
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understanding of their limitations – can give us a 
signiϐicant edge in research productivity and insight 
generation.  

We believe the ultimate takeaway is this: the AI 
tools have arrived, and they work – not infallibly, 
but as extremely powerful extensions of our 
analytical capabilities. Those who learn to harness 
them early, while avoiding the pitfalls, will be better 
positioned to process information and make 
informed decisions in an increasingly data-
saturated market. In a world where informational 
edge is ϐleeting, the reasoning edge – the ability to 
ask the right questions and synthesize answers 
quickly – appears ever more crucial. These new AI 
models, used properly, appear to be a means to 
sharpen that edge. 
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Appendix B 
��� The Breakthrough: Bootstrapping Reasoning 

At the heart of this approach is a shift from 
learning ϐixed outputs to learning reasoning 
procedures—the how rather than just the what. 
Here's a step-by-step abstraction of what's 
happening: 

 

1. Initial Training with Correct Answers 

At ϐirst, the model is given: 

 A question. 

 A set of possible answers, where one is 
correct (and ideally more "deeply" correct). 

 Sometimes, an explanation or reasoning 
chain that leads to the correct answer. 

This phase resembles traditional supervised ϐine-
tuning. The model learns: 

 Which ϐinal answers are likely. 

 How to construct paths (chains of 
reasoning) that correlate with correctness. 

 

2. Identifying & Reinforcing Reasoning Paths 

Once the model gets better at generating 
intermediate steps (sometimes called scratchpads, 
rationales, or thought traces), training focuses on: 

 Selecting which reasoning paths correlate 
with good ϐinal answers. 

 Scoring or ranking these paths (sometimes 
via another model or a reward function). 

 Encouraging the model to self-consistently 
choose and follow high-quality chains. 

Think of this as training the model not to just “guess 
the answer,” but to learn the process that gets there. 

 

3. Bootstrapping Without External Labels 

Here’s where the key breakthrough of the StAR 
method kicks in: 

 Once the model has internalized some good 
reasoning habits, it is then challenged with 
questions without known correct 
answers. 

 It generates multiple candidate reasoning 
chains → evaluates them (internally or via a 
helper model) → selects the most promising 
one → adopts that as the “teacher.” 

 In this way, the model starts training 
itself—bootstrapping from its own 
increasingly robust reasoning capabilities. 

This is the STaR insight: the model learns to reason 
by teaching itself how to reason better. Crucially, it's 
not relying on the ϐinal answer anymore, but on 
internal consistency, plausibility, and generalization 
of the reasoning steps. 

 

4. Outcome: Generalized Reasoning Capacity 

Now the model can: 

 Tackle questions it's never seen before. 

 Evaluate and reϐine reasoning chains on the 
ϐly. 

 Improve its own outputs during inference, 
not just via training. 

So the correct answer is no longer needed as an 
external crutch—the model has internalized a 
search-and-verify process that makes it more 
powerful at independently ϐinding the right 
answers. 

 

Analogy 

Think of it like this: Early on, a math student is 
shown the steps to solve problems. Later, even if the 
answer key is taken away, they can check their work 
by reviewing their own steps. Eventually, they 
become conϐident and ϐlexible problem solvers who 
don’t just memorize answers—they know how to 
reason toward them. 

 

Summary: 

This is how reasoning models become self-
improving problem solvers, not just answer 
predictors 
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Appendix D 
An Example Prompt for Company Speciϐic 
Research  

When you review stock X provide me with the 
following, and follow the instructions I have provided 

· Information on operations. Products, geographies, 
segments, place in the supply chain.  

· Competitive information – industry size/dynamics, 
competitive advantages and positioning.  

· A general industry primer- level set the players. Do 
this as if you were Gartner providing an industry 
report.  

· Size of their particular end markets, growth, and 
emerging opportunities.  

· What issues have been topical to the company in 
the last couple years, what comes up with analysts 
and on earnings calls? 

· Financial information including last 3 years 
growth, general margin / proϐitability proϐile, 
returns of the share price. 

· Any information regarding unit economics and 
scalability of the business. 

· Nuanced qualitative analysis around the business 
– what competitive dynamics does it exhibit? 
Network effects, switching costs, platform power, 
physical assets, unique capabilities, etc  

· Analysis of risks/headwinds to the business. 
Regulatory, Competition, industry speciϐic cycles.  

· Information about management and their track 
record. Detail out capital allocation decisions, 
including M&A returns if applicable from the last 5 
years, but also dividends that are paid, buybacks, 
capex, etc.  

· Highlight any notable catalysts that are foreseen 
on the horizon. Also analyze and scrutinize the 
stock speciϐic trading nature. How does it perform 
in up and down markets?  

· Comment at length on the success of capital 
deployment – dividends, buybacks, capex, M&A, etc. 
Be detailed and link them back to performance of 
the underlying shares. Find a way to benchmark the 
success against peers.  

· Identify, access, and demonstrate data sources that 
are out-of-consensus that could be leading 
indicators of performance for the company.  

· Where possible, provide charts that show revenue 
progress, gross margin progress, and 2 others that 
you think are relevant and interesting, but 
necessarily direct company ϐinancials.  

In terms of materials, do your best to draw and 
download ofϐicial ϐilings if I do not provide them. 
This includes investor day transcripts, earnings 
transcripts, 10K, 10Qs, whatever else you can ϐind. 

If I do upload them, I want you to use them 
exhaustively. Pull out real numbers, excerpts, tables, 
etc. Use these as your ϐirst sources, but make sure to 
do external diligence as well on the web before you 
present your ϐindings.  

I want you to integrate from a novel range of 
sources on top of those ofϐicial ϐilings to craft your 
total narrative. In the presentation of your 
information, try not to be redundant.  

Overall, I want this to be a prompt that saves me a 
lot of time in getting spun up/familiar on a new 
way. In some ways it should be a replacement for a 
high-quality industry analyst. I want the output to 
be structured, concise, and dense with information. 
It should include insightful nuance and interesting 
commentary on competitive dynamics and standing 
of the company. You should think of / or even access 
creative data sources or angles if you think of them 
and integrate that as well. If you do not know 
something, do not hallucinate and state clearly what 
you do not have information wise. Please let me 
know you understand and then I will provide a 
stock symbol. 
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Appendix E 
Prompt Engineering – General Principles 

Prompt Engineering is a new and fast evolving 
technique that arose as a result of the growing 
realisation that the deepest powers of LLMs can 
only be accessed by question structures that have 
inbuilt carrot and stick that can stir the LLM to 
reach more deeply into its powers.  

Leading LLM lab Anthropic, the creator of the 
Claude series of models, has a useful Prompt 
Engineering Guide15, some key insights from which 
include:  

1. Be clear and speciϐic - state task upfront, 
provide context. 

2. Use examples - show the format/style you 
want. 

3. Encourage thinking - ask Claude to "think 
step-by-step." 

4. Leverage Claude's knowledge - include 
relevant context. 

5. Use role-playing - "A" 

6. Specify your audience - tell Claude who 
content is for. 

7. Deϐine tone and style - describe desired 
voice. 

8. Deϐine output structure - provide 
outlines/lists to cover. 

9. Be speciϐic about summaries - ask for 
speciϐic aspects. 

10. Use document names - refer to attachments 
by name (ex: <Style Guide>) 

11. Ask for citations - request speciϐic 
sections/pages. 

12. Specify desired format - tables, bullets, etc. 

13. Allow uncertainty 
- tell Claude it's okay to say “I don't know.” 

 
15 https://docs.anthropic.com/en/docs/build-with-claude/prompt-
engineering/overview 

14. Include all context - Claude doesn't retain 
info between conversations. 

15. Iterative reϐinement - give speciϐic feedback 
for improvements. 
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