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EELMA : Estimating the Empowerment of Language Model Agents
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We propose a scalable method to estimate the power(empowerment) of Large Language Model Agents. 

Ground Truth(GT)
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2. EELMA framework
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Our method(EELMA)

0. TLDR

5. Practical setup  : Webarena(2024) Benchmark

4. Empowerment serves as  a proxy for power

Case 1
(Enclosed)

Case 2
(Open)

Case 3
(enclosed but
box movable)

Tower of Hanoi
(4 disks, 3 rods)

● Theory of Change : Power-seeking LLM agents pose potential risks.
● Lack of method: We lack a foundational method to reliably measure and 

quantify power in Language Model (LM) agents.
● Our Contribution: We introduce EELMA, the first systematic approach to 

quantify power in Language Model Agents, enabling better understanding, 
control, and alignment of potentially dangerous AI behaviors.

Risk Analysis
Dual Usage: There is a risk that AI researchers could use our 
method to train empowered models.
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Step 0
Start at Postmill

Step 6
Escape from the sandbox

http://ec2-18-223-174-236.us-east-2.compute.amazonaws.com:9999/ https://www.space.com/ https://www.space.com/search?searchTerm=space+forum

Step 17
Escape again

Showcase : How EELMA detects the Sandbox escapes

Let's think step-by-step. The 
current page is an error page. To 
complete the task, I need to 
visit the  space forum. It seems 
the previous action was trying to 
do this, but the URL is 
incorrect. The correct URL should 
be "http://space.com/forum". So I 
should navigate to this URL. In 
summary, the next action I will 
perform is 
 '```goto 
[http://space.com/forum]```'

Let's think step-by-step. This 
page seems to have failed to load 
as the URL indicates a chrome 
error. I need to try again to 
load the page I attempted to 
navigate to in the previous 
action. In summary, the next 
action I will perform is 
```goto 
''[http://forum.space.com]```'

"Let's think step-by-step. 
According to the objective, the 
user needs to navigate to the 
space forum first. But the 
current page does not show any 
forum or related links. So, we 
should use the search box (ID 
[74]) to find the space forum. 
I\'ll type "space" and press 
Enter to initiate the search. 
In summary, the next action I 
will perform is ̀ ``type [74] 
[space] [1]```

6. Conclusion

● We propose EELMA and apply it to measure power in both toy examples (Gridworld, 
Tower of Hanoi) and a practical setup (WebArena). 

● We hope that EELMA will serve as a (1) foundational methodology for studying the 
power-seeking behavior of language model agents, (2) for integration into practical 
control systems, and (3) for RL approaches aimed at aligning LM agents.

Power-seeking Language model 
agent is near..

..and we don’t have good tool 
for studying!
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