
Key Takeaways:

1. Generative vs. Non-Generative AI: Distinguishing between generative AI, which can create new text and ideas, and non-generative AI, which focuses on understanding and processing existing information without generating new content.
2. Applications and Limitations: Discussing real-world applications of AI in customer support and summarization, and highlighting the limitations, such as handling complex logical reasoning or numerical calculations.
3. AI Model Parameters: The importance of understanding the parameters of AI models, such as the size and cost implications of different types of AI (e.g., BERT vs. GPT models).
4. AI and Legal Risks: Examining the risks of using AI in legal contexts, including the potential for AI to produce confident yet incorrect or fabricated information.
5. Data Privacy Concerns: Highlighting serious data privacy issues when using AI systems, especially generative models that can inadvertently reveal or fabricate sensitive information.
6. CPU vs. GPU Usage: Advocating for the use of CPUs over GPUs for certain AI tasks to reduce costs and improve accessibility, based on Numenta's strategic partnership with Intel.
7. Local Hosting for Security: Emphasizing the benefits of local hosting for AI applications to ensure data privacy and control over the AI models used in business operations.

Transcript

00:09
Speaker 1
Hi, everyone. You're listening to the Venwise Roundtable. I'm your host and facilitator of this roundtable, Maya Dolgan. And today's episode is the latest in our AI Spotlight series. This AI spotlight was led by Subutai Ahmed, CEO of Numenta. In this roundtable, Subutai gave an overview of the field, including the uses, pros, and cons of generative versus non generative AI. So, the GBT world versus the Bert world, the problems of cost and scarcity relating to GPU's and how cpu's could be used instead, and much more. The attendees found it particularly insightful to talk through guardrails for addressing hallucinations. One of the members in the discussion said that they are a feature, not a bug, and therefore guardrails are. We had a good conversation about that, ways to fine tune training models, and the importance of local hosting for business and security reasons. 

01:04
Speaker 1
So you'll hear more about all of that in just a moment. All right, let's get started. 

01:14
Speaker 2
Thank you, and it was great to hear everyone's kind of where they are in AI. And thanks to Shara for inviting me to this, to give this talk here. Yeah, I'm the CEO of Numenta. Numenta is an 18 year old company. We're pretty unusual because we spent a lot of our life actually being very research focused on neuroscience and how neuroscience can impact AI. And then very recently, we started to actually go from research to product and applying our neuroscience research, as well as kind of the best of what's out there in AI towards AI products. And we just launched our products a couple of months ago, so I'll talk about that a little bit. 

01:56
Speaker 2
My background is in computer science, in deep learning, machine learning, neuroscience, done a couple of startups, and being sort of always in the intersection of research, cool technology, AI, trying to keep all of that balance going. So happy to be here. So the way I think Maya and talked about this, the way we thought we'd do this, is I'll just do about ten or 15 minutes presentation. I just have a few slides just talking about as we talk to customers, like, what are some of the challenges they see on llms? And then I do have a couple of slides on our product as well. It's not meant to be a marketing pitch, but I do have a couple of slides on that. And then, you know, I want to make this very discussion focused, so feel free to interrupt any time during the presentation. 

02:45
Speaker 2
It's just a few of us here, so we can keep this very informal. Okay, let's see. Go back here. Start the. Okay, can you guys see the presentation? Okay, great. Let me just fix the zoom windows here. Oops. Okay, so I told you about myself and Amenta, so let me dive right into it. So, you know, I assume everyone here has heard about chat GPT. It seems to be synonymous with AI these days. There's so many headlines around this. This is just some of the ones that came out earlier this year. But there's obviously a huge amount of hype around this stuff and people have chat. Jupd has really made AI come on the map this year. We've been working with a lot of companies trying to look at deploying AI in enterprises. 

03:41
Speaker 2
I can talk a little bit about that in a bit, but one of the questions that often comes up is there's tons of hype, but are people actually using chat GPT or are people actually using AI? NlP, sort of an AI in businesses. So I thought I'd start with an example of, that's sort of typical of what we are doing with one of our customers. And this just gives kind of set the stage on the types of applications that are possible. So here's a, it's a customer support example, this one. So imagine having a company that's getting, you know, tons and tons of support tickets and chat sessions with support folks there, and, you know, huge volume of that, and they need some way to kind of get a handle on that stuff and identify and address sort of customer problems. 

04:33
Speaker 2
So on the right, there's an example of a customer coming in with, in this case a chat session. As you know, some shipment was missing. The agent replies, sorry to hear that. They said, well, we ordered 100 units of product a, but received only 85. This is really unacceptable. Clearly this customer is upset about this. So one of the things that you can do with AI is in real time, as these sessions are coming in, you can analyze these conversations to, okay, is this a positive, neutral or negative sentiment coming in real time? You can say with the first thing it was somewhat negative, maybe not super negative, but by the second response you can see that the customer is really quite upset. At this point. 

05:21
Speaker 2
If this is a really high value customer, you may want to automatically have a manager come in and deal with that person right away, make sure they can triage this. That's an example of using AI, using NLP. NLP is natural language processing, using text processing to right away understand something. And going on the other side of it is you can use GPT types models to summarize these interactions. So imagine you have thousands or hundreds of thousands of these things coming in every day. It's really hard to get a sense of what are the problems that are going on, what's happening today or this week with our customers. 

06:02
Speaker 2
A typical thing that customers or companies want to do with this stuff is summarize these things, maybe have a one sentence summary that, now, this chat transcript could be quite long, but here's like a one sentence summary that describes sort of what's happening. And so GPT type models are really good for that. So this is an example of a real time, high volume application where you're using text processing to, you know, understand what's going on with your customers, and then, you know, summarize things using AI. One of the things we often like to talk about is you hear a lot about generative AI, but there's, non generative AI is also extremely popular. And in fact, there are way more applications in non generative AI today than they are in generative AI. 

06:50
Speaker 2
So one, you know, generative AI is sort of what you see with chat GPTs. It's creating new text. And these systems can be very creative. They're flexible. They have a lot of potential, as you may have seen with chat DPT, non generative AI. There used to be these models you might have heard of called Bert, but there's a whole class of them, and they can understand text. They don't necessarily generate text. And the interesting thing is, these models are actually extremely accurate. They're much cheaper to use from a compute standpoint. They're much safer. They're more controllable. I know, Noah, you were coming at it from a legal standpoint, these things are much easier for businesses to get a handle on non generative AI techniques. The cons of each one has pros and cons. So generative AI techniques hallucinate. They can make up stuff. 

07:52
Speaker 2
And I'll give you an example of that in a second. They're very slow and expensive, and I'll explain why in a second as well. Non generative AI techniques can't handle, like really long pieces, pieces of text. So things like chat GPT, and anthropics model. Claude, those models can handle really long pieces of text and deal with it. And sort of examples of what you can do with generative AI, you can generate original chatbot responses. So in the customer support example, that agent could have been a generative AI system. You don't actually know. Translations is another area where it's generating text summarization, I gave an example of that. These are all use cases of generative AI. On the non generative AI there's tons of applications. So comparing and classifying text, identifying the sentiment of a document. 

08:47
Speaker 2
So in the previous example where it was detecting that the customer was unhappy, that was using non regenerative AI techniques, finding answers within a document collection, extracting things from a document, those kinds of stuff. Non generative AI techniques are really good. And what we find is most applications, or many applications might use a combination of these techniques. So just understand as you're thinking about AI, there are many different types of AI here. I'm just focused on text. Even within text, there's many different types of AI and they have sort of big impacts from a cost standpoint and legal standpoints and others. So you need to understand this space before you go in. I mentioned that generative AI is costly, so there are a few reasons for this. Bert models tend to meet. 

09:43
Speaker 2
So non generative AI models tend to be about 100 million to 300 million parameters. That's roughly the size of the model. GPT models tend to be billions of parameters for anywhere from 7 billion to 200 billion or sometimes even trillions. So just on the size of the model, they're 20 times to 1000 times larger than Bert models. So that, you know, so the compute fit footprint, the cost of the computer is going to be a pretty significant portion just because of that issue. The other thing people don't realize often is that when you have a generative AI techniques, it actually just outputs one word at a time. 

10:24
Speaker 2
So when you give it a question or some input, it generates one token, really, but think of it as a word, then that is fed in, it's appended to the input and then it generates the next word. Then that's appended and it generates the next word. So if you have 1000 words that are generated, you're going to run this model a thousand times. So that's on top of what I mentioned earlier, that the models are already bigger. And then this context, the amount of context that you can feed in, that the size of the input that you can feed in also has a big impact on the compute footprint. So if you look at the overall things, it's something like 10,000 to 10,0000 times more costly and more power, uses more power than a regular non generative AI technique. 

11:14
Speaker 2
So this is a big factor that businesses really have to take into account. 

11:19
Speaker 3
If I can ask maybe quick questions just thinking about this in terms of what variables are sort of innate in using generative AI relative versus what do you have more control over? Obviously context length or what you're the input and the size of the input you have control over. Would you say the first two is more of a sort of ingrained in using models like chat DBT? 

11:43
Speaker 2
No, you have a lot of control over the left, the size of the model. So if you use chat GPT, you don't have. They give you a few choices, but they don't give you much. But there are a lot of companies, including Numenta, where you can have a lot of choice over the size of the models. You can actually do really well with a much smaller model for very specific applications. You don't need. I mean, chat GPT can tell you about kangaroos in Australia as well as customer support, things. You don't need all that. You can just really have a focused model for your use case. That's helpful. Thank you. So I mentioned hallucinations. This is, you know, my ego made me sort of type this into chat GPT. I think this was early this year, you know, who is subut I Ahmed. 

12:29
Speaker 2
And according to Chat GPT, earlier this year, I was a key figure in the development of OpenAI. I was a chief scientist at OpenAI, like one of the founding team and blah, blah. Completely false. This is. None of this is true, but it's really confident in how it's saying this. I mean, they've since fixed this. But the point is that GPT models hallucinations and making up incorrect things is sort of a endemic to the way it works. And you can't really tell. You can ask it whether it's correct or not and it might say yes, but that doesn't mean it's actually correct. It doesn't actually know. This showed up in the New York Times. Again, here's a legal example. Some lawyer, I think, in Texas, used chat GPT to come up with a case during trial and everything. 

13:21
Speaker 2
Chat GPT output, all the referrals and everything were completely false, but it was very confident. And this lawyer used it in a trial and should have been disbarred, or probably was disbarred. And the lawyer actually made, I think he asked Chat GPT to ensure that the citations were correct. But, you know, chat GPT doesn't know. It's just making up stuff. It invented everything. So when you think about businesses, the place where this becomes really important is if you are surfacing these things directly to your customer, you have to be really careful that what you output is actually correct. Right. And if you're, let's say, an airline that's, you know, you're dealing with canceled flights and things like that, it's another customer example of ours. You don't want to give false information about what they can and can't do with canceled flights to your customer. 

14:13
Speaker 2
That would be really bad. Right. So this is a real issue that companies need to worry about. Data privacy is another one. If you send your data to chat GPT, you don't really know what's going to happen to it. They give certain assurances. But this is a very recent example from just a few weeks ago where they announced these new features. Someone tried it out by uploading sensitive data about their employees onto chat GPT. And someone else and another company was able to extract that data verbatim from chat GPT. Right. You have to be, and there's been lots and lots of examples of this. You have to be really careful using an external provider for GPT. So to kind of summarize what we see with our customers, cost is a big issue, something I didn't mention. 

15:06
Speaker 2
GPU's are unavailable for the next twelve months, pretty much. It's really hard to get GPU's these days. There are a lot of compute requirements. It's a complex scaling issue. We talked about privacy, reliability, those are really big issues. And probably one of the biggest issues is actually the market is changing so fast, it's extremely chaotic. It's really hard to even for us to keep up with what's going on, and it's very hard for businesses to keep up. But we do see businesses being very intentional and slower than you might imagine, given all the hype, because of a lot of these issues. So let me switch gears a little bit. I have a couple of slides on Numenta, and then we can go to sort of discussion. So, Numenta, I mentioned were founded about 18 years ago. 

15:58
Speaker 2
We were studying a lot of neuroscience techniques and applying them, looking at how we can apply them to AI. Our co founder, Jeff Hawkins, actually published this in a book called a Thousand Brains Theory, which was published a couple of years ago, encapsulates a lot of our neuroscience research. It was actually one of Bill Gates top five books of a couple of years ago. So this is getting quite a bit of traction and awareness in the industry. So what we did is take, took some of this neuroscience learning, and we've created a product called Nupik, the numenta platform for intelligent computing. A couple of months ago. It incorporates a lot of what we know about how the brain is extremely efficient in the way it handles things. 

16:47
Speaker 2
Our brains only use 20 watts of power, which is very different from generative AI techniques today, which use up a ton of power and compute. Like I mentioned. So very quickly, our product has an inference server in the middle. You have models on the left and your data, you can run those through our inference server and write your applications. On top of that, we have a training module where you can take your data and make the models more accurate and more specific to your data. And this is what allows you to use these smaller models. You can make it very specific to your application, and you don't have to worry about really incorporating a very large, expensive model. One of the key features of our product is that it's completely private. 

17:33
Speaker 2
So unlike chat GPT, where you're sending data to some external service, these are deployed as docker containers, and they're deployed on the customer's infrastructure. We don't see any of the data, we don't see any of the models or what's going on. It's completely private to the customer. And so the big thing that comes in, where the neuroscience piece comes in, is that we've been able to take some of the ways that our brain is really efficient, apply it in a way that you can actually run inference using llms very efficiently, just on normal Intel CPU's. So we have a strategic partnership with intel, and through that we're able to get really amazing results on cpu's. 

18:16
Speaker 2
So what this shows you is the speed of these models running on the NUPEC, which is shown at the top, versus running on a state of the art Nvidia, a 100 GPU. So we're anywhere from four to 15 times faster on a cpu than on a GPU. So I'm not going to go into too much details on this, but there's a lot of different advantages to this. CPU's are very flexible, that you can run lots of different models concurrently. So the customer example I gave before, you can run generative and non generative AI models on the same server at the same time. So it's extremely flexible on this. You don't need to worry about the lack of GPU's. It's very flexible, it's completely under your control and very easy to scale this. 

19:03
Speaker 2
Okay, so I think these are pretty much all the slides I had prepared for today, but I'm happy to turn this into more discussion focused and have more slides I can pull in if needed. I don't know, this is what you guys were looking for or whether it answers questions you're having or not, but happy to, you know, take anything. 

19:27
Speaker 3
Maybe just how you work with companies like what are the types of problems that they're looking to solve? And then, you know, just generally how do you work with them and how does it, not technical detail, but like how does it get set up generally? Is it, are they for security reasons, running things on Prem? Is it all cloud based? 

19:46
Speaker 2
Yeah. So it is not. We don't run a cloud service at all. We just give our software to the customers. They deploy it locally on their infrastructure so they can put it in their private cloud, but it's completely on their system. So usually, I mean, we're pretty early. We just launched a couple of months ago. What we do is typically there's a POC phase where we do about a three month evaluation phase and then we go to deployment with customers among you. 

20:20
Speaker 3
It's a hypothesis on the types of use cases, as you said, but you're just getting started to try to explore that. 

20:27
Speaker 2
Yeah, I mean we have a. I can certainly show you more of that kind of stuff. Here's a use case that we've been discussing quite a bit recently because they've given us permission to do it. I don't know if you guys are familiar with the Sims or SimCity or spore, these video games, some of the most popular video games around. So will Wright was the game designer for these things. He's pretty much the best game designer on the planet these days. So Will and Lauren have created a new company called Gallium Studios, and they are creating a new simulation based game that's completely based around LLms and using these AI techniques. So these Sim characters will be able to interact in natural language format with each other as well as with the users. 

21:15
Speaker 2
And you can actually train these sims, I don't want to call them sims, they call them proxies to be more like you. So you can talk to these proxies or give them background and they will take that and have a personality of their own. So you can give it your memories, you can give it anything you want, and then they'll take on that personality. So you can imagine you can create these really fun, amazing simulation environments. This game will be released in Q two next year. So they have chosen NUPC for all the reasons that I mentioned earlier, so that because we can run llms on cpu's, they're seeing the performance results. They need both generative and non generative, and they can run. They need to really scale with the. This is going to be a really huge gain. 

22:08
Speaker 2
So you can see the examples go all over the place from sort of more traditional standard customer support kinds of stuff all the way to really fun applications like these games. So wherever you need sort of high private AI systems or high volume AI systems on prem, being able to use mix of generative and non generative nuptials, we think, can be a really good solution for that. Got it. 

22:35
Speaker 3
And is there data that company is sitting on that is utilized as training, essentially, to build new games or existing games? 

22:46
Speaker 2
Exactly. So there's a lot of data that they already have, but the way that game works is that they use, the players will be giving them their own memories. So you can imagine talking to the game about your background, and this proxy can take on your personality and do things for you in this game. So they want to be very careful that those memories are treated with very high security and there's no leakage of data and things like that. That becomes pretty important. 

23:20
Speaker 3
It becomes personal data, essentially. 

23:22
Speaker 2
Yeah. Yeah. 

23:25
Speaker 3
I can't think of the company, but there's a company that has a website of famous personalities that you can chat with. It's similar to kind of taking on that concept, but. 

23:34
Speaker 2
Yeah. 

23:35
Speaker 3
Inside a game. 

23:36
Speaker 2
Exactly. So I think they're going to seed it with a lot of famous personalities, historical figures and things like that as well, that you can. You can go chat with Albert Einstein if you want. 

23:45
Speaker 1
Myheritage, I think, did that a few years ago. Right. Was my heritage, like, all of their genetic. 

23:52
Speaker 2
Okay. 

23:54
Speaker 1
Genealogy stuff, I think. 

23:57
Speaker 2
Yeah, it's really fun talking to them because they have, I think Marie Curie is one of their personalities, and they say, well, she's really depressing because a lot of bad stuff happened to her over her life. I don't know if you know her background, but anyway, it's just, you could just imagine this game is going to be hugely fun. It'd be pretty amazing. 

24:19
Speaker 4
It kind of. It kind of satisfies the question of who would you like to have dinner with, right? And you can, like Einstein or Marie Korea or. Or another version of you, sue with that, who actually invented OpenAI. 

24:31
Speaker 2
Yeah. 

24:34
Speaker 1
That'S what I should do. 

24:35
Speaker 2
Yeah, yeah, exactly. Exactly. That's what I should do. 

24:40
Speaker 1
What other questions are coming up for you all? 

24:45
Speaker 2
I'm curious, Noah, what do you think from a legal standpoint? What are the kinds of concerns you've thought about with AI and particularly generative. 

24:55
Speaker 5
I think it's anything that you haven't mentioned here. Privacy is a big issue, but I have seen many companies use AI without using personal data, which is still leaves a lot of options. The hallucination piece. Yeah, big one. And there is also like, there are things that you want to keep confidential even if it's not personal information. 

25:20
Speaker 2
Exactly. Yeah. 

25:22
Speaker 5
But what I find fascinating is that, you know, this technology is, well, I know it's not new, but the way that we're using it and chat GPT is relatively new. And the risk that we have initially identified, which I would say is those three, I don't see many more coming up. So, like, I think that the first, unless, I mean, enlighten me if anybody thinks differently. But I kind of like time goes on and I keep telling my team, like, there may be other risks that we're not yet aware of, other uses may potentially bring on other risks. From what I can see, it's pretty much mapped out until now, can change, but that it kind of gives me the comfort to continue pursuing it, knowing its limitations. Right. 

26:10
Speaker 2
Yeah. Yeah. 

26:11
Speaker 1
Dan, do you want to jump in on this subutai? I want to get Dan on the call. Will hear, of course, from you as well. Dan is a member. Dan and Cara from trail of bits who are on the line with us. Dan did a roundtable. I don't know, maybe it was in September or something, on AI and security. It's not early, I know. 

26:29
Speaker 2
Yeah. 

26:30
Speaker 1
So that's a good question. That was saying what has developed since you gave a talk on this just a few months ago. 

26:37
Speaker 6
Yeah. So I'm the AI security guy, among other things. Yeah, a couple of things. I mean, I think, Noah, you hit on a couple of important topics that we've heard from our clients as well. We work with large technology companies, banks and whatnot to help secure AI enabled applications that they're building. And the key thing that we offer is assistance with the privacy and security pieces. When we talk about hallucinations, it's really like these are inherent to the technology that people are building with. There isn't really a way to stop an LLM from hallucinating. It's like a feature, it's not a bug. We call these ML robustness issues where ML robustness issues generally aren't solvable problems, they're just features that come with machine learning software. 

27:26
Speaker 6
So you have to sort of mitigate the impact of these things in operation or put monitoring in place that lets you find them, create humans in the loop that allow you to approve things or escalate to people when bad situations occur. A related issue to hallucinations is this whole obsession with prompt injection, which is essentially a way to force an LLM to hallucinate. It's a way that you can smuggle in some content in your request to an LLM and convince it to do something that it should not do. 

27:57
Speaker 2
Yeah, that's how that example that I showed where you're able to extract, like, private data from that someone else has uploaded, I think was done. By being very clever about your prompts. Yep. Yeah, yeah. 

28:10
Speaker 6
So there's model extraction attacks, there's training, data recovery, there's this prompt injection stuff. And I think the problem that I see from a lot of people when they're trying to secure these systems is not that they're unaware and not trying to address these, but that they're playing whack a mole, that they hear about a new attack on Twitter, they say, oh, prompt injection is a thing. Now, what has our company done against prompt injection? And then you whack the mole, but when the next thing comes up, you're similarly caught unaware. So I think a key struggle that a lot of people have in this field right now is creating a more comprehensive security strategy that addresses all the risks of these sorts of platforms so that you're not surprised when new risks pop up, that your system already is set up to accommodate them. 

29:01
Speaker 6
And that requires thinking about more than just the models that you're using. It also requires thinking about the operations pipeline of software that is around the model. So whether it's all those systems you use to train, all the systems that you use to run inference, all the systems that allow somebody to interact with it from externally, all that's just software. And all that can have bugs that affect the security of your AI enabled system. So, yeah, it's a brand new world out there. It's like we're starting over from scratch. I think about this, like the beginning of mobile security and the beginning of Web 2.0 security, where, like, the original Web 2.0 websites were terribly unsafe. And it took us like five to ten years before we got to reasonably defensible web applications. 

29:54
Speaker 6
Same thing you go look at, like, iPhone 1.0, it doesn't even have a security model. It was like one of the least secure devices that anybody's ever interacted with. And it took us until, like, iOS seven or eight in order to get something defensible. And I think what scares me about AI, and sorry, for the run on here. But what scares me about AI is that we're putting, like, all these things require data to be effective, to be useful, and we are rapidly integrating it into every aspect of our lives and every feature of the products that we offer, and nobody's really giving it the sort of focus that it really should have on security and privacy. Like, it's going to be responsible for all kinds of decisions that are made about you, whether they're life and death or not. 

30:47
Speaker 6
And we just don't seem to care about judging whether the system you've built is safe, whether it actually works or not, whether the model is capable of providing answers like the kinds that you ask it. So it's all just like crazy. 

31:02
Speaker 4
Can I ask. Sorry, I was trying to raise my hand. I couldn't find out where to raise my hand here, so I thought I'd just jump in. One question I had was on. When you look at the pro, you know, the practical applications of, let's say, generative versus non generative, we've talked about how summarization can be of a much higher level using generative AI, as opposed to, if you use something like Bert, it'll just bring you the parts of the text which are actually common or similar, but not necessarily generate a higher level text which summarizes those pieces together. So my question on hallucinations is, does the type of task you give it matter for hallucinations? So, for example, if I give it three or four documents and I asked to summarize something. Right. Versus ask the question about who is suvta? Right. 

31:58
Speaker 4
So those are potentially two very different questions. 

32:02
Speaker 2
Right. 

32:02
Speaker 4
And two different tasks. So does the hallucinate, does the hula, do the problem of hallucinations larger with the question of who is Suvatha Ahmed, which is more of an open directed question versus a specific task, two different pieces of data that you already have, and summarize on top of that, could it actually summarize something which is not actually true from our point of view? 

32:25
Speaker 2
Yeah, I think there's a lot of strategies there to sort of control the level of hallucinations. Fundamentally, though, as kind of Dan was saying, hallucinations is a core part of the architecture. You can't guarantee that you're not going to get hallucinations. But if you ask it to summarize a couple of the, you know, let's say you have a few paragraphs, and then you ask it to summarize the stuff above, generally, it's much less prone to hallucinations. Many companies will actually fine tune their models to that particular application. And then when you fine tune it, you again will even further reduce the set of hallucinations. So fine tuning is sort of continuing the training of a model, but very focused one particular application, so that reduces the hallucinations. 

33:16
Speaker 2
There are a number of different strategies for reducing that, but definitely the more focused an application is, the smaller the chance of hallucinations. But you have to be careful. One of the reasons I showed the example I did of customer support summarization stuff there, it's only an internal use case where business leaders within the company are looking at these summaries, and they can be trained or taught to not treat everything as the holy Grail. As soon as your chat sessions start to interact with your customer, that's where you have to be extremely careful, and you need to have guardrails and things and ways to design your product so that's not an issue. 

34:08
Speaker 6
I dropped some links on the sidebar that help address this a little bit. Like, for instance, something that you can do to what Subitai mentioned was the more constraints that you have on the LLM, the better. So, like, if you're forcing it to adhere to a specific grammar, when it sends back answers, like you only want stuff in JSON and it has to be formatted in this specific format, then there's a narrower path the online has to walk, and it's more likely to give correct answers, even though correctness here is probabilistic. The other thing that I'd mention here that's really important to understand is as a company, if you're deploying AI software, you should have a benchmark against which you can evaluate your AI system to see how well it works. 

35:01
Speaker 6
That's the only way you can figure out what the hallucination rate looks like and whether those hallucinations are going to cause issues for the performance of your AI system. A lot of companies sort of rush into, I think a lot of people right now, they think, well, AI can do this. And they get really happy. They're like, oh my God, I couldn't believe that this AI system could do this thing. But they don't really think through, well, is that repeatable or did I just prompt hack my way to a solution? Does it generalize? They didn't really think about, well, it worked on this toy example, but does it work in real life? What about if we give it a larger data set, a whole code base, whatever. 

35:40
Speaker 6
As a consequence, they end up deploying features to their products that use AI that really only worked in the lab and they don't work in real life, and the error rate is way too high, more than you should accept. So you need to have good domain specific benchmarks based on your company to measure the performance of these things when you launch them. So that's what I offer as a key step that a lot of people miss. 

36:06
Speaker 2
Yeah, I think that's really important. It's something that's difficult to do in the beginning to create a good data set and a good benchmark. There's a discipline to doing that, but it's going to have huge value down the road. I think that's a really good best practice to have. Another thing I wanted to mention, sort of along the lines maybe, of what Sheryl was saying, is there are certainly certain types of tasks that these things are more prone to hallucinations. One thing is, whenever these systems are not really good at math and not really good at kind of very deeply logical thinking and things like that. 

36:45
Speaker 2
So if you have trying to get your LLM to do things like find the, you know, here's the list of products, find the one that's cheapest, you know, if you have prices associated with it's not always going to be good. It's not. Humans are much better at math than these llms. These llms are just sort of mapping ideas to words and, you know, text to words and things like that. So I would be very careful using anything where numbers are involved or some, you know, where a chain of logic is needed for critical answers, you know, legal, maybe legal. Legal and deeply legal analysis would be. Well, exactly. 

37:23
Speaker 5
I find everything you're saying fascinating, and I have a lot of meetings with legal AI companies, and I always tell them I feel like the technology is not there yet. I'm sure it will get there, but it's just. Yeah, it's very basic to me, but every technical person I speak with, which I'm not, tell me that it's not. This is how, like, if you understand how the algorithm works, you would not expect it to do. Yeah, what you just said about numbers and formula, like, blew my mind. I assume that this would be actually a very easy task for the algorithm. 

37:58
Speaker 2
No, it's quite. It's very interesting. Someone did a study. You can get really fooled by this, too, because you see benchmarks where it does really well on SAT tests or LSAT exams and things like that. So you assume it's really good and, you know, programming things, but what they did is they looked at a programming I think it was a programming exams thing that's been given over the years. I forget the exact whether it was Gre or not, but they gave it past questions that had been given to students before. It did really well. Then they gave it a question which had not been asked in the past before, and a bunch of them, and they failed miserably. So it basically, it's been trained on a massive amount of data, and there's a lot of data leakage kind of stuff. 

38:47
Speaker 2
It might have been trained on these gre questions or whatever it was. And so it did really well. It memorizes a lot of stuff, doesn't necessarily extrapolate to future things, particularly where logic is involved and numerical things are involved. These things are not in my mind. They're not intelligent, they're not humans. Yet. 

39:09
Speaker 6
My favorite example of this is the MCAT. OpenAI makes a big deal about how all their GP four whatever can pass all these licensing exams. It can pass the bar, it can pass this, it can pass that, it could pass the MCAT as a test of medical knowledge. Just because you can pass the MCAT doesn't mean that you can be a doctor. Like the next day you can start operating on patients. And there was a test where a whole bunch of emergency room physicians carried around GPT four with them to assess all of their patients and see what it said and just took their hands off the wheel and let AI drive. And it basically recommended things that would kill all the patients on every single one. 

39:55
Speaker 6
These isolated multiple choice question tests don't represent whether the AI can do the thing you need it to. So they're not a benchmark. That's not what an effective AI benchmark looks like. And it's really just marketing from a lot of these AI companies that tell you that their solution can do anything, because of course they are. Because that's their imperative in life, is to make money, to get people to pay them. So they're going to tell you they can do anything. So, yeah, pretty funny. 

40:25
Speaker 1
Jesse, your question had that you put in advance when you registered had to do with training sets. So I'm curious if there's anything that's coming up for you that you want. 

40:35
Speaker 2
To. 

40:37
Speaker 1
Kind of ask while we're talking about having that. 

40:42
Speaker 7
Right? I mean, really what? We're kind of interested in the custom training side of things, like a lot of things like chat GPT, come pre trained on the data, and there's a lot of things like vectorization of text that you can use to pre seed a query that comes in with a bunch of information to reference during answering. But is there, I guess really, I mean, the way you're talking about the new pic product is that is thing that allows you to train your text into the model rather than kind of fine tuning an existing model. Is that right? 

41:29
Speaker 2
Yeah, yeah, exactly. So you can take some existing model and fine tune it to be more specific or more accurate to that particular application. So, you know, if you, this is useful. If you have specific terminology that you use in your text or specific product ids or maybe even a specific type of question you want answered, it almost always will improve accuracy if you can fine tune the model on that particular domain. This does require some of the stuff. 

42:02
Speaker 7
We'Re looking to do is not actually the content so much as the style. Give it a voice and to train that in such a way that it's inherent to the model and not a set of requirements that the stop, it's not a list of things talk like this. It's more like over time train a voice into a model or a style, not literal voice, but a style of speech or phrases, idioms from particular culture or whatever. 

42:36
Speaker 2
Yeah, absolutely. You can definitely do that. And some of that you can do with. Right. You know, formulating the prompts correctly. But to really, if you fine tune the model with a particular style of response, it's going to be much better at that. Absolutely. Right. 

42:52
Speaker 4
So I don't know if people have heard about rag, but, you know, so if you use a vector database and you use rag techniques to augment your data. 

43:04
Speaker 2
Right. 

43:04
Speaker 4
So you know, you query on the vector database, then you pass that into, I assume, the model to get more context for the response. Can you talk about pros and cons of doing that versus fine tuning the model with your documents? When would you say that you would switch from using a vector database to actually going out to actually fine tuning your model? 

43:25
Speaker 2
Yes. I think what Shara is talking about is rag. I don't know how many of you are familiar with that. The idea there is, it's usually a combination of these non generative and generative techniques. You take a bunch of documents and for each one you can create these embedding vectors that describe that document and you can store that in a database. And then when someone is asking a question, you can find the documents that are most closely matched that question and then use a generative AI technique to summarize that for the user. So you know, if you're. What would be a good example? Yeah, if you're like some knowledge base of some type that you're querying. You can ask it, but there may be lots of knowledge base articles that relate to that. 

44:14
Speaker 2
And you can summarize that in a succinct form to the user and then let them go click on to get the deeper links to the more detailed answers. 

44:24
Speaker 1
So that's an example just because I put it in the chat. One of the Venwise members who did an AI spotlight a few months ago, back in September, it's a life insurance technology company, so that's a good example of, they had a lot of very specific data that they wanted the company to be able to. So he kind of talked about it a little bit. If anyone wants to dig in and see that example. 

44:50
Speaker 2
Yeah, so that's a pretty common example that's being used today. And to your question, Shara, fine tuning will again definitely help. You can fine tune the non generative model to give better embedding vectors for that particular domain, and you can fine tune the GPT model to better at summarizing the particular type of documents. And this is, most businesses will have documents that are very focused on a particular niche area. And so then it's usually better to fine tune it. You don't have to, but to get better accuracy, we would definitely recommend fine tuning it. 

45:30
Speaker 7
I might be wrong about this, but the way I think about the problem is if your data input is infinite, you have to put it in the model of. And if it's finite, you can use like a vectorization thing maybe. 

45:42
Speaker 2
Yeah, let me think about that. You can use vectorization for almost anything, even, I mean, even a GPT model is actually outputting vectors at the end of the day. So you could use that. 

45:54
Speaker 1
We have time for like one more question. Michael, you've been sitting and listening. Anything you want to. 

46:01
Speaker 8
Yeah, so there are all these cool use cases for it. Think about something just basic, a finance question. So Nupik, the ability to process that much on CPU's versus GPU's, if you have a process where you're running AI ML, it's GPU intensive, it's costly. Would you be able to use Nupix simply to reduce your computing power? 

46:25
Speaker 2
Hugely, yeah, it would be a much lower cost footprint as well as energy footprint. So a GPU system is probably twice. So we use these Intel Xeon servers for our stuff. I didn't talk about our technology, but we have a very strategic partnership with intel, and our stuff runs really well on their hardware. So those systems are about half the cost of an a 100 system GPU system. But then our stuff is running quite a bit faster, so the overall price performance will be much higher than using a GPU based system. And of course everything is going to be totally private. It's all on the infrastructure. 

47:08
Speaker 8
Right. I used to work for infrastructure company cloud computing, digitalocean, and so many customers would request GPU's for the AI ML workloads and we didn't support it at the time. And so they're probably doing a push into GPU's to be able to serve that niche or a niche anymore. But yeah, it's curious. It sounds like you could potentially serve that workload with just regular CPU's if you use technology. 

47:38
Speaker 2
Exactly. And today GPU's are almost impossible to come by and there's about at least a year's wait to get GPU's. So I like to say it's an infinite price performance improvement, just can't get them. 

47:56
Speaker 6
I always hype up in my presentations the counterparty risk of depending on a company like OpenAI, you know, I think all of us got it like square in the face. What was it, two, three weeks ago when they almost blew up? Right. Like that's a security risk. Yeah, but it's also a security risk that, or rather it's not a security risk, it's a business risk that these companies, they raised like $10 billion anthropoc two and just the same for any other company. And they have to make that money back and they're going to make that money from you. They want to get lock in, they want you to become dependent on their API and as a consequence their prices will go up and you won't have a choice to switch at some later stage. 

48:43
Speaker 6
So I'm extremely encouraged by all the development of local models over the last couple of months. Basically the local models that are out trail the performance of the most advanced SAS models like GPT four, by about six months. So it's really progressing rapidly, much faster than I think anyone assumed. It definitely makes sense to investigate hosting your own models and building your own infrastructure at this point for the long term cost savings. 

49:10
Speaker 2
Yeah, no, I mean that's kind of speaking our language. Absolutely. We use all these local models in NUPC and everything is hosted by the customer and that stuff is evolving so fast. There's such a huge community of developers and even large companies like Meta Facebook is making things openly available constantly. So there's a huge momentum there. And those models, it's going to be very hard ultimately for OpenAI and anthropic and stuff to really have a very compelling advantage over that other than lock in, like you're saying. 

49:49
Speaker 6
I think the one thing that's really surprised to people outside AI is that OpenAI trains on the same data as everyone else, that there's like no special data that they have access to. The difference is the reinforcement learning they do, where they pay their, I think it's kenyan contractors, a dollar a day or whatever to do questions and answers that help fine tune it. But at the end of the day, the core training data set, the crawl of the web, the archive of Wikipedia, the scrapes of Reddit, whatever, all that stuff is used by meta, by every little open source project in the universe, training their own models, by Mistral, by everyone. So it really leads to the converging performance of these open source models with GPT four. 

50:38
Speaker 2
And even on that side, there's more. Yeah. And even on the reinforcement learning side, of course, there's a whole community of people improving the algorithms openly out there. But the data sets, the reinforcement learning data sets are also, there's more and more of those becoming open. So ultra chat is a good example of a very comprehensive, openly available data set that contains a lot of sort of what they call instruction tuning or to make your system, your model much better at chatting and doing various tasks. So that stuff is all becoming available openly as well. 

51:13
Speaker 4
Can I just ask one last question? I know we got two minutes, but I really want to ask this. And I think it would be kind of, because I think this is potentially could be a more dangerous situation for hallucinations. And that's the multimodal model. Multimodal technique. It does. You know, my thinking is that if, you know, GPT like models have inherent hallucination features, as dad said, does this basically increase either linearly or exponentially when you start having multimodal models? So, for example, things that can generate images or process video and do voice or whatever it is there sort of like a, an increasing risk or probability as you go through these different models? 

51:56
Speaker 2
Yeah, multi model. These multimodal generative AI techniques, it's used essentially the same basic ideas of predicting things, and it's, they're just as likely to hallucinate as any. And I guess if you start combining them, yeah, there's going to be a greater chance of doing it. I will say for things like images, it may be a little less critical because it's very, sometimes these images are kind of nice of their artsy or something like that. But anyway, the same basic technology is being used for that, too. 

52:30
Speaker 1
All right. 

52:30
Speaker 2
Okay. Thanks, Maya. 

52:32
Speaker 1
Thank you. Subutai. If people want to be in touch with you, do you want to put your contact info in the chat or you want me to send, I'll, of course, send it out afterwards. 

52:43
Speaker 2
Well, I can send my slides to you. Yeah, I can send my slides to you, but feel free to contact me. 

52:49
Speaker 1
Excellent. All right, everyone, have a great day. Hope to see you next week and otherwise in 2024. 

52:55
Speaker 2
All right, everyone. 

52:57
Speaker 1
Bye, everyone. I hope you enjoyed this. Benwise roundtable. If you want to be in touch with the speaker or if you have a request for a future roundtable topic, reach out to us@communitynwise.com. I'm Maya Dolgin. Thanks for listening. 

