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Securing and Investigating 
Containerized Applications 
Running on AWS ECS



Cloud computing is no longer a new idea, but we are very 
much still in a period of transition for organizations who 
previously had all their workloads hosted on-prem, with 
many moving services into virtualized systems in public cloud 
providers such as AWS. Beyond just moving servers to be 
Virtual Machines (VMs) in the cloud, the architecture of 
services is changing too, with containerized microservices 
replacing monolithic software and the levels of abstraction 
between hardware running code and the end user is increasing.

The appeal of managed cloud services, which abstract away 
the server racks, are easy to understand (e.g., only pay for 
what you use, instantly scalable compute & storage, no 
maintenance of hardware, etc.), so more and more 
organizations are moving to the cloud. 

One popular example of a managed service is AWS Elastic 
Container Service, or ECS. ECS can be configured to use 
EC2 (AWS virtual machines managed by the customer), 
on-premises container hosts connected to AWS, or AWS’s 
fully managed Fargate as the underlying container host 
infrastructure.

This playbook covers best practices for securing
and investigating containerized applications running 
in AWS ECS.

Introduction
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Best practices for 
securing AWS ECS
Understand the AWS shared responsibility model

The first step toward security in the cloud is to understand 
that security and compliance are a shared responsibility 
of AWS and its customers. To summarize, customers are 
responsible for everything “IN” the AWS cloud, whereas 
AWS is responsible for security “OF” the cloud. Detailed 
guidelines from AWS on this topic can be found here.

Inject secrets into containers in runtime

Follow a zero-trust security policy in managing the Secrets 
definition parameters for AWS containers. Secrets include login 
credentials, certificates, and API keys used by applications and 
services to access other system components. For example, 
use AWS Secrets manager for secure storage of Secrets 
credentials instead of baking them into the container.

Enforce a zero-trust Identity and 
Access Management (IAM) policy

Zero-trust security design follows the principle of: Never 
Trust, Always Verify. The concept assumes no default trust 
for any user. It enforces granular rules that define the scope 
of accessing data and workloads in the cloud, only allowing 
them to perform actions authorized within the defined 
organizational policies. Some recommendations include 
creating IAM policies in compliance with the zero-trust model 
(consider applying policy scope at the Cluster level), deploying 
onto the AWS ECS Clusters to isolate the infrastructure API 
from end-user access, and regularly monitoring how the AWS 
ECS API is accessed.

Regulatory compliance as the 
bare minimum, not target security

Follow the guidelines of the applicable security regulations in 
your country and industry, but treat them as a bare minimum 
and not an end-goal of your ECS security plan. AWS helps 
deploy compliance-focused baseline environments especially 
focused on the following guidelines across most of the popular 
regulations such as HIPAA, PCI-DSS, and GDPR, among 
others. This includes understanding the shared responsibility 
model, enforcing strong IAM policy controls, leveraging the 
built-in tools and visibility provided by the cloud service provider, 
and having the processes and technology in place to investigate 
and respond to incidents that may impact your ECS workloads.

Ensure end-to-end encryption 
for secure network channels

Consider end-to-end encryption of mission-critical workloads 
running in AWS ECS environments. Encryption prevents 
unauthorized entities from being able to view or modify 
confidential information in transit. However, it’s important to 
note that this approach can add complexity in the event you 
need to investigate a potential compromise. Some additional 
things to consider are monitoring container network flows 
by using Virtual Private Cloud (VPC) Flow Logs to identify 
unexpected traffic to or from your ECS workloads and using 
separate AWS VPCs for workloads that require strict isolation.

Gather the right data

Configure your container environments to communicate 
relevant security data and log data to the built-in AWS 
monitoring tools such as CloudWatch and CloudTrail. These 
tools can be used to collect data insights at the hardware, 
service, and cluster level. However, this data alone does not 
suffice for an in-depth investigation. More to come on this 
in the next section of this playbook.

https://aws.amazon.com/compliance/shared-responsibility-model/
https://www.csoonline.com/article/3519908/the-cia-triad-definition-components-and-examples.html
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Best practices for AWS Fargate

AWS Fargate is a serverless service that provides the option 
of fully managed and abstracted infrastructure for containerized 
applications managed using AWS ECS. The AWS Fargate 
service performs tasks such as provisioning, management, and 
security of the underlying container infrastructure while users 
simply specify the resource requirements for their containers.

The fully managed nature of Fargate is fantastic to reduce 
time and money spent worrying about failing drives or 
configuring operating systems, but this lack of infrastructure 
management comes with an equal lack of access. And this 
lack of access can add frustrations when it comes to security. 
Since AWS Fargate is a managed service, it offers no visibility 
or control into the underlying infrastructure. Due to this, it’s 
important that you leverage a third-party solution to allow 
for data collection from running containers should you need 
to investigate one.

Construct secure container images

Container images consist of multiple layers, each defining the 
configurations, dependencies and libraries required to run a 
containerized application. Security of container images should 
be seen as your first line of defense against cyber-attacks 
or infringements facing your containerized applications. 
Constructing secure container images is critical to enforce 
container bounds and prevent adversaries from accessing 
the Host OS and Kernel. A few ECS container image security 
best practices that should be considered include using minimal 
or distroless images, image scanning for vulnerabilities, and 
avoiding running containers as privileged.
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Incident readiness for containers

Level of visibility

While the visibility provided by built-in cloud service provider 
tools (e.g. AWS CloudWatch and CloudTrail) is important, 
these data sources alone are not sufficient to perform an 
in-depth investigation. Leveraging third-party incident and 
threat intelligence capabilities prove vital to gain a deeper
level of visibility across container assets. 

In this context, the useful data to include as part of your 
investigation are the system logs and files from within the 
container, the containers running processes and active 
network connections, the container host system and 
container runtime logs (if accessible), the container host 
memory (if accessible), and the AWS VPC flow logs for 
the VPC the container is attached to. 

Automated data collection

Cloud scaling allows you to scale your investigation resources too, not just your applications. Collect and process container 
data in parallel triggered by an analyst or other detection or orchestration tool (e.g., SOAR) to get valuable information to 
analysts more quickly and reduce your time to incident containment and resolution.

If data collection wasn't baked into the container declaration 
before the need to investigate arose, you need to rely on data 
you can actively interrogate out of the container. Or if you’re 
using ECS on Fargate, taking an image of the running container 
or the container host isn’t an option as the underlying AWS 
infrastructure is shared with no access to the end customers. 
In this case, the /proc directory gives us a snapshot of the 
volatile state of the container, much like a memory dump.
Using this ‘snapshot’ we can build a basic picture of what 
is going on in the container at that time, such as running 
processes, active network connections, open files, etc. 

This data provides a foundation of what you need to correlate 
with other data sources such as firewall logs, network subnet 
flows, etc. during an investigation to understand the actions 
carried out by an attacker.

It's often said that incidents are ‘when, not if’ so preparing to investigate and respond is key, regardless of how robust your 
container security is. When investigating an environment which utilizes containers, data collection needs to happen quickly 
before automatic cluster scaling destroys valuable evidence. Additionally, you may have thousands of containers, so the 
collection, processing, and enrichment of container data needs to be automated. Some of the key things to consider are:
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Container asset discovery

Since containers operate as virtualized environments within a 
shared host kernel OS, it’s often challenging to keep track of 
asset workloads running across all containerized machines in
a scaled environment. An agentless discovery process that
can efficiently discover and track container assets can be 
used to enforce appropriate security protocols across all 
container apps.

Ability to quickly isolate

In the event a container is compromised, it’s critical that you 
have the ability to quickly isolate it in order to stop the active 
attack and prevent further spread and damage. In some 
cases, isolation can be a good first step to take following 
initial detection. This will allow you to perform a more thorough 
investigation in the background and ensure proper remediation 
and containment steps are taken after you have a better 
understanding of the true scope and impact of the incident.

Dedicated investigation tools and environment

If you need to figure out what tools to use and where to store 
incident data when an incident happens, you’ll waste valuable 
time where more damage can be done and key evidence 
could be lost. Have a dedicated toolset or environment which 
automates as much of the investigative process as possible 
in place ahead of time so that you are ready to respond at 
a moment's notice.



In summary, it’s important to understand that the nature of AWS ECS as a managed service and the potential scale of an app 
running across multiple containerized environments makes it challenging to effectively capture data and investigate incidents. In 
addition to followaing the industry-proven AWS ECS best practices discussed in this playbook, a primary focus toward automation 
technologies is key to achieving a secure, high-performing, and defendable container environment.

Conclusion
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Darktrace delivers a proactive approach to cyber resilience 
in a single cybersecurity platform, including cloud coverage. 
Darktrace / CLOUD is a real time Cloud Detection and 
Response (CDR) solution built with advanced AI to make 
cloud security accessible to all security teams and SOCs. By 
using multiple machine learning techniques, Darktrace brings 
unprecedented visibility, threat detection, investigation, and 
incident response to hybrid and multi-cloud environments.

In addition to detection and response capabilities, Darktrace 
can help security teams gain forensic-level detail, without 
forensic-level effort. Through the power of automation, 
Darktrace can enable security teams to capture evidence 
across server-based, container-based, and serverless 
environments with ease, including AWS ECS and even 
Fargate, across multiple AWS accounts.

Darktrace is a valuable tool for automating IR processes. 

Dive into how Darktrace / CLOUD works: 

Read the solution brief

See Darktrace in action with a personalized meeting:

Request a demo

Learn more about Darktrace / CLOUD for AWS:

Read the data sheet

How Darktrace can help

https://www.darktrace.com/resources/ai-cybersecurity-for-your-aws-cloud-environment
https://www.darktrace.com/resources/darktrace-cloud
https://darktrace.com/demo?utm_source=darktrace&utm_medium=resource&utm_campaign=investigating-aws-ecs
https://www.darktrace.com/resources/activeai-security-platform-solution-brief
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Darktrace is a global leader in AI for cybersecurity that keeps organizations ahead of the changing threat landscape every day. 
Founded in 2013 in Cambridge, UK, Darktrace provides the essential cybersecurity platform to protect organizations from unknown 
threats using AI that learns from each business in real-time. Darktrace’s platform and services are supported by 2,400+ employees 
who protect nearly 10,000 customers globally. To learn more, visit h�p://www.darktrace.com.
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