
Data Protection Impact Assessment (DPIA)
Introduction
The purpose of a DPIA is to assess risk to personal data in relation to a particular processing activity.
We have created the below two-part form to help you with this process.
PART A – This is a screening assessment. Please complete this and follow the instructions to determine whether you are required to proceed with Part B (full DPIA). Once Part A is completed, please share with your Data Protection Officer (DPO) for checking and any preliminary information regarding the processing.
PART B – You only need to complete Part B if the screening assessment determines the processing is likely to result in a high risk.  This part of the form gives opportunity to detail mitigating steps the Trust/School can take to reduce the risk involved. 
REVIEW PROCESS – Once the DPIA has been completed, it must be reviewed periodically by the Trust/School to ensure ongoing compliance with data protection requirements and effectiveness of mitigation measures. It is particularly necessary to complete a review exercise when there are significant processing changes to the activity which may affect risk to personal data involved. 
This form helps ensure that the Trust/school remains compliant with data protection laws and safeguards the personal data of individuals effectively. If you are unsure on how to complete any part of this form, please consult your DPO.
The Trust/School are to complete the relevant PART(s) as far as possible. Please note that your DPO, Judicium will assist you with filling out the boxes colour coded in green. Your DPO can also review the full form.
Contact dataservices@judicium.com 
The following documents should assist you in completing this form: third party provider privacy notice, data protection policy, data sharing agreement, service level agreement, proposed contract (not an exhaustive list).
PART A – SCREENING ASSESSMENT
	Name of Trust/School

	Detail name of Trust/School

	Date of DPIA (commencement date)

	Insert date

	Is this a retrospective exercise? (i.e., if this processing activity has been in place for some time already and you are carrying out a retrospective risk assessment check)

	Yes/No
If yes, detail here when the technology was first introduced and what prompted this review (i.e., significant change in processing or potential high risk).



	Question
	Answer

	1. Name of third party involved in the processing activity (if applicable)
	Detail here the provider of the AI Tool.

If this assessment is regarding a closed AI tool (i.e., where all data remains on the school’s systems and is not shared with any third party), please confirm that here. 


	2. Describe the processing activity 

· What data is being processed, why, and how? Is a third-party processor being used or is this an in-house activity?
· What is the objective of this activity?
· What is the intended outcome of this exercise?
· Clarify the rationale behind this activity.
	Describe how and why the AI tool will be used here. What is the educational or operational purpose of the AI tool?

	3. Why and how is this the least intrusive method for achieving your intended purpose? 
i.e., 
How does this approach minimise intrusion while effectively fulfilling its intended purpose, and what factors were considered in making this determination?

	Note: it is important to clarify why it is appropriate to use an AI tool for this processing activity. It is generally not sufficient to state that an AI tool is being used simply because the technology is available.

	4. What personal data will you be sharing?
4a. Consider whether a Data Sharing/Processing Agreement is required.

	Set out personal data relating to all data subjects such as pupil, parent, staff, governors, etc.

Please also confirm here whether the data entered into the AI tool will be accessible to the AI tool provider. 

Examples of personal data include: Name, Age, Behaviour Data, Voice Recordings, Free-text Responses, Learning Analytics. 

Data Processing Agreement
If the AI tool provider will process personal data on behalf of the school, Article 28(3) UK GDPR requires the following terms to be set out in an agreement:

· Personal data will only be processed on the documented instructions of the controller
· Duty of confidence
· Appropriate security measures
· Using sub-processors
· Data subjects’ rights
· Assisting the controller in meeting data protection obligations
· End-of-contract provisions
· Audits and inspections

If the above terms are not already included in a contract or terms of service, consider preparing a dedicated Data Processing Agreement. Further information about the above terms can be found here. 


	5. Does the processing involve special category data? 

Note: special category data is defined as personal data revealing:
· racial or ethnic origin;
· political opinions;
· religious or philosophical beliefs;
· trade union membership;
· genetic data;
· biometric data (where used for identification purposes);
· data concerning health;
· data concerning a person’s sex life; and
· data concerning a person’s sexual orientation.

	Detail here.




	5a. Does the processing involve criminal offence data?

	Yes/No
Set out reasons clearly


	6. Lawful Basis 
Detail here:
· Is this activity a necessary part of the school’s functions (e.g., is it for the purpose of delivering the curriculum, ensuring good behaviour or safeguarding)?

· Is this activity necessary for the performance of an employment contract?

· Is the school legally obliged to carry out this activity?

Do you intend to seek consent for this activity?
	Public Task: This is the lawful basis that is most likely to apply for maintained schools using AI tools for the provision of teaching and learning or for administrative purposes linked to the management of the school. Use of the AI tool must be reasonably necessary for this lawful basis to apply. Independent schools can only rely on this lawful basis where they have a task in the public interest set out in law (e.g., for safeguarding). 

Legal Obligation: This lawful basis may apply if the AI tool is being used to comply with a legal obligation. 

Contract: This lawful basis may apply if the AI tool is being used for the purpose of fulfilling a contract with the data subject(s). For example, HR systems used to ensure that employment contractual terms are facilitated. Please note: this basis cannot be relied upon by the school unless there is a contract between the school and the data subject.

Legitimate Interests: This lawful basis may apply if use of the AI tool is necessary for your legitimate interests or the legitimate interests of a third party. This basis will not apply if there is a good reason to protect the personal data, which overrides the legitimate interests. Maintained schools cannot rely on this lawful basis for the provision of teaching and learning, safeguarding, or the management of the school. 

Consent: If the processing activity is optional, rather than necessary, then consent should be obtained from data subjects before any of their personal data is processed by the AI tool. If relying on consent, there must be a process for consent to be withdrawn, and there must be a reasonable alternative available for those who refuse or withdraw consent.

Vital Interests: This lawful basis should only be used where processing is necessary to protect someone’s life. This is unlikely to apply to the use of an AI tool. 

Where possible, please provide an indication of the lawful basis which you believe applies to this processing activity and then consult your Data Protection Officer to confirm which basis is the most appropriate. 


	6a. Lawful Basis (mandatory)
	Data Protection Officer to confirm lawful basis here, following review of the above. 


	6b. Special Category Condition (where applicable)
	Data Protection Officer to confirm special category processing condition here, if necessary, following review of the above. 


	6c. Criminal Offence Condition (where applicable)
	Data Protection Officer to confirm criminal offence data processing condition here, if necessary, following review of the above. 


	If there is no appropriate lawful basis and special category condition (where applicable) identified for the processing activity, the Trust/School cannot proceed under data protection laws.

	7. Will the processing involve systematic monitoring of individuals (e.g., CCTV, tracking, or monitoring online behaviour)? 

	Yes/No

	8. Will the processing involve large-scale processing of personal data? 

Detail also the approximate number of data subjects:
1-100
100-500
500-1000
1000+
	Yes/No



	9. Will the data be transferred outside the EEA?
	Yes/No

	10. Does the processing involve innovative technology or novel use of data? 
Example of innovative tech: Artificial Intelligence (AI)
	For an AI-tool, the answer to this question will be yes. Further information about the AI-tool can be set out in the ‘AI Tool Description’ section below. 


	11. Are there any other factors or risks you wish the DPO to consider?
	Please detail

	If YES to 7-11, proceed to Annex 1 and 2. 
If NO, please complete Annex 1 by confirming “Non-Applicable” and Annex 2.




	AI Tool Description

Confirming the below will assist you in being able to explain decisions to data subjects, where necessary.



	What type of AI is used?


	Ask the AI tool provider: What type of artificial intelligence underpins the tool?

Common types include:
· Machine Learning (ML) – learns from data to make predictions
· Natural Language Processing (NLP) – used in chatbots or writing tools
· Large Language Models (LLMs) – tools like ChatGPT or Google Gemini. 

Write a short sentence like: “This tool uses NLP to interpret and respond to pupils’ typed questions. 



	How does the AI make decisions or produce outputs?


	Describe the ‘input > processing > output’ flow.

For example: “The tool analyses free text written by pupils, matches it against a model trained on national curriculum content, and provides automated feedback on grammar and structure.”

Ask: What data goes in? What does the AI do with it? What comes out?


	Is the AI tool pre-trained or fine-tuned on your data?

	As the AI tool provider: “Is the model already trained using general data (e.g., publicly available information from the internet), or will it learn from our pupils’ data over time?”

Example response: “The AI is pre-trained. It does not learn from our school’s data unless we explicitly opt-in.”

It is important to consult your DPO if your school’s data is used to retrain or improve the AI. 



	Does the AI profile individuals or make predictions?

	Profiling means building up a picture of someone’s behaviour, performance, or preferences to draw conclusions. 

Ask: “Does the tool create a profile of each pupil or try to predict future performance, behaviour, or risks?”

Example answer: “Yes – the tool predicts pupils’ likely performance in exams based on prior answers”


	Can the AI make automated decisions with legal or significant effects?

	This means the tool makes decisions without human involvement that affect someone’s rights, opportunities, or wellbeing. 

Examples: automatic exclusions, reward decisions, SEND flagging. 

If a staff member always reviews the decision before acting on it, explain that here. 

Example answer: “All outputs are reviewed by teachers – there is no automated decision-making”. 




ANNEX 1
MITIGATIONS
	Can the identified risks be mitigated/resolved sufficiently at this stage?

	
International Transfers

	Response
	Details
Specify where you read this information

	 
Is the data being transferred internationally?
Outside of the EEA.

	Yes/
No
	If Yes, specify the country:
__________________

	Special Category Data
	Response
	Details

	
Referring to point 5 above, is special category data being shared as part of this processing?
	Yes/
No
	If Yes, specify any further detail other than under point 5:
__________________

	Are there any other risks you need to consider at this stage?
	Yes/
No
	If Yes, detail here.



ANNEX 2
TRUST/SCHOOL RISK ASSESSMENT (PART A)
	Is the processing likely to result in a high risk to individuals involved?

Consider: Will the processing result in a risk of significant harm, discrimination, identity theft, financial loss, or other serious consequences for individuals? 


	No – it is not likely to result in a high risk 

IF NO – Please complete until the end of PART A and then submit to your DPO for review.

	Include a summary of how this risk has been mitigated


	Yes – it is likely to result in a high risk

IF YES - Please continue to PART B and then submit to your DPO for review.

	Include a summary of why this processing activity requires a DPIA. Identify any risks that need to be mitigated and use this as a basis for Part B. 


	

	
Trust/School Decision


	Proceed with processing as planned 


	Yes/No

Detail reasoning 


	Trust / School Sign and Date
	Insert name and date 






ANNEX 3
DPO REVIEW/COMMENTS
	DPO Review and Comments


	Lawful Basis, Special Category Condition and Criminal Offence Data
	Note: If relying on Legitimate Interests, advise on Legitimate Interests Assessment.

	Has the Trust/School identified risks and mitigated/resolved them sufficiently at this stage?
	

	Review Trust/School’s risk assessment
	

	Conclusion
	Add rationale 
Advise whether to proceed to PART B, unless high risk has already been identified in which case the Trust/School complete both PART A and B.



END OF PART A
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PART B – FULL DPIA (Conditional)
	Processing Activity:
Security measures and mitigating factors the system itself has in place


	Please note this needs to be completed for the processing activity itself. 
If there are multiple controllers or processors involved, this needs to be made clear in this section of your DPIA.


	Questions
Please note these questions are prompts and not intended to be definitive as there may be other factors which need to be considered. 

	Answers
In this column, please detail as far as possible the answers to the questions for each section.
Should you have any questions, please consult your DPO.

	Security Measures 
1. What security measures are in place to protect personal data (e.g., encryption, firewalls, access controls)?
2. How is access to personal data restricted and monitored?
3. Is system access and activity logged, and how long are these logs retained?
4. Has the processor been independently audited or certified for security (e.g., ISO 27001, Cyber Essentials)?
5. How is personal data protected against unauthorised access, loss, or tampering?
6. What incident response plans are in place for security breaches?
	Please use the Vendor Questionnaire provided in the AI Support Services documents package to answer the questions in the left-had column. 

If you are unsure about how the responses to the Vendor Questionnaire relate to these questions, please consult your DPO.                                                                                                                                                                    

	Data Retention
1. Does the processor have a data retention policy, and does it align with the school’s retention schedule?
2. Can the school request early deletion or anonymisation of data?
3. How does the processor ensure that deleted data is permanently erased from all systems, including backups?
4. How often is retention compliance reviewed?
	Please use the Vendor Questionnaire provided in the AI Support Services documents package to answer the questions in the left-had column. 

If you are unsure about how the responses to the Vendor Questionnaire relate to these questions, please consult your DPO.                                                                                                                                                                    

	Data Transfer
1. What security measures (e.g., encryption) are in place when transferring data?
2. If data is shared with third parties - what safeguards are in place?
3. Is there a record of all third parties who receive shared data?
4. Does the provider allow the school to control or restrict data sharing?
	Please use the Vendor Questionnaire provided in the AI Support Services documents package to answer the questions in the left-had column. 

If you are unsure about how the responses to the Vendor Questionnaire relate to these questions, please consult your DPO.                                                                                                                                                                    

	Offsite Storage & Cloud Computing 
1. Is the personal data held on a third party server? (i.e., leaves the school server).
2. Where is the data physically stored, and does it remain in UK GDPR-compliant jurisdictions?
3. If data is transferred outside the EEA, what safeguards (e.g., Standard Contractual Clauses) are in place?
4. What happens if the provider needs to move data to a different jurisdiction? 
(i.e., does their documentation state that they will consult the Trust/school?)
5. What contingency plans are in place if the school needs to retrieve or migrate data?
	Please use the Vendor Questionnaire provided in the AI Support Services documents package to answer the questions in the left-had column. 

If you are unsure about how the responses to the Vendor Questionnaire relate to these questions, please consult your DPO.                                                                                                                                                                    

	Data Subject Rights 
1. How quickly can the provider support the school with a Subject Access Request (SAR)? Do they provide this assistance?
2. What procedures are in place for handling requests for data rectification, erasure, or restriction?
3. How does the provider notify the school of a data breach, and within what timeframe?
	Please use the Vendor Questionnaire provided in the AI Support Services documents package to answer the questions in the left-had column. 

If you are unsure about how the responses to the Vendor Questionnaire relate to these questions, please consult your DPO.                                                                                                                                                                    



	Considerations:
Steps taken by the Trust/School to protect personal data

	Data Access & Security Measures
1. Does the school have a clear access control policy that defines user roles and data permissions?
2. How often are access permissions reviewed and updated?
3. Are login credentials unique for each user, and is multi-factor authentication (MFA) enforced?
4. What process is in place for securely offboarding staff and revoking their access to systems and data?
	

	Purpose of Processing
1. Is the data processing necessary to achieve the school’s objectives?
2. Are data subjects (e.g., students, parents, staff) clearly informed about why and how their data is processed?
3. Are data processing activities regularly reviewed to ensure they align with legal and educational requirements?
	In this section, explain why the AI-tool is the most appropriate tool to achieve your objective. When processing personal data, the purpose must be justifiable and cannot simply be because the technology was available. Please explain why other tools without AI would not be as suitable. 

	Data Deletion & Retention
1. Does the school have an automated or documented process for identifying and deleting outdated data?
2. How does the school ensure that old user accounts (students, staff, parents) are removed when no longer needed?
3. Are backups securely stored and deleted in line with the school’s data retention policy?
4. How does the school verify that data deletion is carried out effectively, including in third-party systems?
	

	Data Sharing
1. Does the school have written agreements (e.g., Data Processing Agreements or Data Sharing Agreements) with all relevant third parties?
2. How does the school ensure that shared data remains secure during and after transfer?
3. Does the school maintain an up-to-date register of all data-sharing arrangements?
	If you will be requiring any specific settings in the AI-tool to limit data sharing, such as turning off permissions to store prompts or for the AI to learn from inputs / outputs, please confirm that in this section.


	Practical Steps
1. Are staff regularly trained on their data protection responsibilities?
2. Are data protection policies and procedures easily accessible and reviewed regularly?
3. Is there a clear procedure for identifying, reporting, and responding to data protection incidents?
	Please confirm in this section any practical steps you will be taking to ensure that the AI-tool is used appropriately. In addition to the questions in the left-hand column, you may also want to consider steps taken to ensure pupils use the AI-tool correctly, if applicable. 

Please also confirm here if staff have signed the AI Acceptable Use Addendum included in the AI Support Services documents package. 
 

	Data Rights Compliance
1. In the event of a SAR, does the Trust/school have a clear understanding of how to retrieve and collate data which resides in this system (when it falls in the scope of the request)?
2. In the event of a request for erasure, does the Trust/school have the facility to delete the data off this system and know how to do it?
3. Does the Trust/school use a log where this can be reflected?
	In this section, please explain how your current procedures for complying with data subject rights will apply in the context of an AI-tool. In addition to the questions in the left-had column, you may want to consider whether there are any ‘blind spots’ within the AI-tool, where personal data cannot be retrieved in the event of a SAR. 

	Transparency & Consultation
1. Has the school consulted and/or communicated with stakeholders (e.g., parents, staff, students) about how their data is collected and used?
2. Are privacy notices written in clear, accessible language, and are they regularly reviewed?
3. Is there a mechanism for individuals to raise concerns or objections regarding their data?
	For AI-tools, it is important to include here confirmation of how you will explain any decisions or content made by the AI-tool. Being able to explain the way that the AI-tool works is an important part of ensuring transparency and accountability. The ‘AI Tool Description’ section in Part A above will assist you in explaining the AI-tool and its processes.










TRUST/SCHOOL RISK ASSESSMENT AND MITIGATIONS (PART B)
Each identified risk should be assessed based on (Low, Medium, High):
· Likelihood: How likely is the risk to occur? 
· Severity: What impact would it have if it did occur? 
· Overall Risk Level: A combination of likelihood and severity 
For each risk, consider measures to reduce its likelihood or impact. 
These may include the following measures:
· Technical (e.g., encryption, access controls, secure authentication)
· Organisational (e.g., policies, staff training, DPIA reviews)
· Procedural (e.g., data minimisation, pseudonymisation)
· Legal (e.g., contracts, DPIAs, privacy notices)
	Risk Description
	Likelihood & Severity
	Overall Risk Level:
When assessing this, consider the mitigating measures set out above and set out the residual risk level


	Detail here risk 1 identified above
	L: Low/Medium/High
S: Low/Medium/High
	Low/Medium/High

	Detail here risk 2 identified above
	L: Low/Medium/High
S: Low/Medium/High
	Low/Medium/High

	Detail here risk 3 identified above
	L: Low/Medium/High
S: Low/Medium/High
	Low/Medium/High

	
Below are some examples of risks and mitigation measures that may apply to use of AI tools for educational purposes. These are examples only; please delete any that are not relevant and ensure that relevant examples are adapted to your specific AI tool and processing activity. 


	The AI tool misinterpreting a pupil’s work and gives incorrect feedback, leading to confusion or a negative learning impact
	L: Medium

S: Medium
	Low

Staff will review AI-generated feedback before pupils act on it; pupils told to verify AI output with teachers

	The tool generating biased predictions that disadvantage pupils from certain backgrounds (e.g. SEND, EAL, ethnicity)

	L: Medium

S: High

	Low

Supplier provided bias testing evidence; staff trained to recognise and override biased outputs

	Staff and pupils not understanding how the tool works and relying on it inappropriately

	L: High

S: Medium
	Low

Staff CPD training on AI use generally, as well as specific training on the use of this tool; Pupil guide provided in plan language; AI use monitored and reviewed regularly to ensure appropriate use by both staff and pupils


	AI outputs leading to decision-making without human review (e.g. flagging a behaviour incident or SEND need)

	L: Medium

S: High
	Low

We will ensure that a staff member reviews all AI outputs; our AI policy confirms that AI outputs/decisions are advisory only



	Personal data (e.g. pupil responses or behaviour data) being stored insecurely or shared with unauthorised parties

	L: Low

S: High
	Low

AI tool provider has provided evidence of secure storage of all data, including their data security policy and ISO certification; we have ensured that there is a contract in place which includes confirmation that appropriate security measures are in place to comply with UK GDPR


	Unknowingly sharing personal data outside of the UK without appropriate safeguards

	L: Medium

S: High
	Low

We have confirmed that any data held by the AI tool provider is hosted in the UK

OR

We have ensured that any transfers comply with UK GDPR by ensuring appropriate safeguards are in place, such as Standard Contractual Clauses. 


	The school being unable to respond to a pupil’s subject access request because the AI’s logic is too complex to explain

	L: Medium

S: Medium
	Medium

The AI tool provider has provided a clear explanation of how AI makes decisions; decisions flows are documented where possible.


	The AI chatbot used by pupils returning inappropriate or misleading information (e.g., factually incorrect, offensive, or unsafe)

	L: Medium

S: High
	Low

Set usage limits (e.g., subject limits); enable moderation / filtering; pilot before rollout.

	The AI tool allows pupils to bypass learning by providing answers or doing the work for them

	L: High

S: Medium
	Medium

The AI tool provider has confirmed that the tool is configures to give hints not answers; staff have been trained on signs of misuse; we have academic integrity policies in place which include use of AI.


	AI-generated outputs (e.g. behaviour trends) are misinterpreted by staff and lead to unfair decisions

	L: Medium

S: Medium
	Low

Staff trained on interpreting outputs as advisory, not definitive; school procedures include a human review of all actions

	AI tool causes distress to pupils by producing outputs they perceive as unfair, critical, or intrusive

	L: Low

S: Medium
	Low

Pupil feedback will be monitored; the AI tool will be piloted before full rollout; School policies reinforce that AI does not replace teacher judgement


	Inadequate deletion of pupil data after contract ends or student leaves the school

	L: Medium

S: High
	Medium

Exit/deletion clauses have been included in the contract; the supplier has confirmed the data deletion processes

	Pupil data is used by the AI tool provider for commercial purposes (e.g. advertising, improving its products/services)

	L: Low

S: High
	Low

Limitations on personal data use have, been included in the contract, limiting use to educational purposes only


	Parents raising objections or complaints due to lack of transparency or misunderstandings about the way the tool works

	L: Medium

S: Medium
	Medium

We have prepared clear, plain-language communications about use of the AI tool; we offer opt-outs where feasible; we have procedures in place to address concerns promptly and openly


	Integration with school systems (e.g. MIS, email, learning platforms) introduces additional security or privacy risks

	L: Medium

S: High
	Low/Medium

A system integration risk assessment has been conducted by IT; all permissions have been limited to the minimum necessary, IT have been consulted at all stages of integration to school systems


	Personal data is used to train or prompt the AI, including personal identifiers or sensitive safeguarding details, without sufficient safeguards in place

	L: Medium

S: High
	Medium

Staff are trained on use of the AI tool to ensure that they know what data is authorised to be entered into the AI tool, and when to seek further authorisation




	Trust/School Final Decision

	Consider and detail Trust/School Final Decision:

· Are the remaining risks acceptable given the safeguards?
· Does the organisation accept any residual risk, or are additional measures needed?

A - Proceed with processing as planned (with mitigations in place)

B - Modify processing activity to reduce risk

C - Do not proceed with processing

	A - Provide summary
B - Explain changes 
C - Due to high risk which cannot be mitigated

	Risk Status
	☐ Mitigated (safeguards in place)
☐ Accepted (residual risk deemed acceptable)
☐ Avoided (processing will not proceed)

	Trust / School Sign and Date

	Insert name and date 



	Accountability Checklist!

Accountability means organisations must prove they handle data properly. Processes such as DPIAs, data maps, and privacy notices help with this by documenting and demonstrating compliance.

Consider whether the following areas need to be updated with this new processing in mind.  Note, this will not always be necessary. If you are unsure, please raise this with your DPO.


	
	Indicate whether the following have been updated:

	Record of Processing Activities
	Yes/No

	Data Map
	Yes/No

	Privacy Notice
	Yes/No

	AI Policy in place
	Yes/No

	Third parties register 
	Yes/No

	Do any other departments need to be contacted such as your IT, cyber team or MIS team?
	Detail here

	Please also ensure to keep all your completed DPIAs on JEDU and/or secure internal folder.


	DPO Review and Comments

	Mitigating measures
	Detail advice

	Review Risk Assessment
	Detail advice/reasoning

	Conclusion
	Detail and add date of check




END OF PART B

REVIEW PROCESS – DPIA REVIEW AND MONITORING
A DPIA is a living document and should be reviewed periodically to ensure it remains effective and relevant.  As AI-powered technologies are developing quickly, we recommend conducting a review of this DPIA approx. 6 months after implementing the AI-tool, or earlier if you are aware of any significant changes in the way personal data is processed. 
1. Review Triggers:
· Significant changes to the processing activity;
· Introduction of new technologies or processes;
· Updates to legal or regulatory requirements;
· Reports of data breaches or security incidents; 
· Complaints or concerns raised by data subjects.
2. Periodic Review Schedule:
· Set a timeframe for periodic reviews (e.g., annually);
· Assign responsibility for conducting reviews.
3. Consultation and Documentation:
· Engage relevant stakeholders (staff, IT, legal etc) during the review process;
· Consult with DPO where the processing has significantly changed or the risk increased (otherwise, you do not need to contact the DPO);
· Update the DPIA as needed reflecting clearly the changes made.
	Effectiveness and Mitigations

	Are the implemented measures still effective in mitigating risks?
	Yes/No
If No, detail here

	Have new risks emerged which need assessing?
	Yes/No
If Yes, detail here

	Are further changes or additional safeguards required?
	Yes/No
If Yes, detail here



	Is further action required?

	No further action required

	Yes/No

	Further action is required
	Yes/No 

	PART B updated
	N/A or
Detail here the changes made to PART B

	Trust / School Sign and Date
	Insert name and date 



END OF REVIEW PROCESS
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