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Background and objectives
Antibody-drug conjugates (ADCs) are a rapidly evolving class of targeted cancer

therapeutics. Patients eligible for ADCs are often identified through immunohistochemistry Cohort Specimen type Use Bre(aj.st cancer data for HERZ
. . . . . . Cohort O (France) Surgical resections & Biopsies 199 Training pre Iction.

(IHC) testing. In this study, we trained a new lightweight foundation model (FM) on Cohort 1 (Netherlands| iopsies ey Validation

IHC-stained whole slide images (WSI) designed for efficient clinical deployment. Cohort 2 (UK) Surgical resections & Biopsies 19 Validation

Focusing on HER2 prediction, our IHC FM surpasses publicly available models on 2
external validation cohorts.
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We trained a deep-learning model on a proprietary cohort of breast cases with HER2-IHC 5EE) 2\ 02 03 o S —
scores (N=199), and further validated it on two independent multicentric cohorts (N=152, k )\ )\ J
N=119). IHC WSIs were tiled into 224x224px patches at 20x magnification and encoded Results
into feature representations using each FM. Tile-level embeddings were aggregated using -
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?n” att.entlggcrgogxllje tnglgnerate slide-level predictions of HER2 (0+, 1+, 2+ or 3+) In cross-validation, the HER2 model based on our IHC FM achieved an AUROC of
Oflowing /CAP guidelines. 0.897 + 0.017, with 61.6 * 2.6% balanced accuracy.
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parame-ters VIS-IOr? tl’anSfOl’mer Breast Lung Cancer Colorectal Gastro-Eso Lymphoma Ovarian Prostate Liver Cancer Our IHC FM 86 0 10k 0.529 (0.512, 0.538) 0.653 {0.646, 0.659)
pre-trained with iBOT [l on — cancer Opiimuso 100 oM "0 5.280 0.475.0.45%) 5508 .80 0918
. . H-Optimus- 1,1 oM : : , O. : .601, 0.67
10,000 IHC slides, from which . \ , \ HO-mini [4] 86 6k 0 0.477 (0.470, 0.483) 0.603 (0.597, 0.610)
we extracted o8SM patches at 0 indicati 3 scanners 10.000 slic UNI2-h [5] 681 350k 0.337 (0.328, 0.345) 0.738 (0.733, 0.744)
20X magnification (naications 2 continents ’ SIAES Table: Model’'s performance for HER2 prediction (0, 1+, 2+, 3+).
Cls are computed using bootstrapping with 10,000 repeats.
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The pre-training was made on 67 million images

32 V100 GPUs for a total of Markers S6M parameters COHC|US]OHS
3,500 hours.
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Efficiency: Our IHC-specific foundation model reached on par performance with
current state-of-the-art pathology FMs on HER2 prediction task while being 8x
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