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Abstract

The production—consumption gap on social media is a consistent finding across time, plat-
forms, and cultural contexts: A small minority of highly active users produce the majority
of online political content, while the majority of users consume content passively and remain
largely silent. Online content thus reveals only the tip of an iceberg, from which citizens and
scholars alike are apt to draw incorrect inferences regarding the submerged mass of public
opinion. This has substantive as well as methodological consequences for social media re-
search, which must be taken into account when designing studies to describe and understand
how social media use relates to content exposure, public opinion, and political behavior, and
when designing and testing pro-democratic interventions.

Online participation: The tip of the iceberg

Despite enormous interest in how social media affects politics, research findings have been mixed
[63], possibly due to the inherent challenges of studying complex and rapidly-evolving systems
[72]. Yet one finding persists reliably across time frames, platforms, and political cultures: a
gap between the producers and consumers of online content [21, 73, 76]. By way of illustration,
Figure 1 presents findings from the major election survey in Germany, showing that most online
political content is produced by a small minority of highly active users (“power users” [17]),
while the majority remain silent, passive consumers of this content (“lurkers” [77, 102]). In the
U.S., most users say they “never” (37%) or “rarely” (34%) share their political views online [35];
likewise, only 9.5% of Germans reported posting about politics on social media in the week
leading up to the 2021 national election [37]. Recent evidence from YouTube shows that just 2%
of commenters produce 50% of comments under political videos [73]. Though evidence of the
narrow origins of online content is widespread and longstanding, scholars and citizens have yet to
fully confront social media’s failure to fulfill its promise of truly democratizing public discourse.
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Figure 1: Data: German Longitudinal Election Study (N = 10,143 [37]). Replication materials
are available on OSF.

We argue that the online production—consumption gap has three important potential conse-
quences that we must address: (1) Citizens develop a distorted perception of public opinion; (2)
Researchers may develop a skewed understanding of public opinion and phenomena in digital
media, stemming from a set of methodological challenges; (3) As analyses based on this biased
data are communicated to the public, the distortion is amplified. Furthermore, if politicians and
media outlets wrongly interpret social media content as a window into public opinion, the effects
of the production—consumption gap may distort the perceptions of non-social-media users, and
even the positions taken by legislators and other public policymakers. Finally, as large language
models (LLMs) are trained on text corpora including social media content, distortions of public
opinion are translated into generative Al models and reproduced, for example, in interactions
with AI Chatbots.

This makes the production—consumption gap particularly problematic in the context of political
behavior, as the consequences are relevant for all political decisions—including elections—that
impact every citizen, even those who choose to remain silent. Although selection effects occur in
other domains, such as consumer choices to write reviews on platforms like Amazon, the potential
harm in the political realm is likely much greater. Indeed, while the production-consumption
gap echoes other fat tailed distributions inherent to complex systems [21], there is evidence for
a qualitative difference between producers and consumers of political content online. While the
consumption of political content is predicted by classic factors such as political interest [65,
84], its production is predicted by additional factors, such as partisan ideological strength [55]!
— which suggests that the production-consumption gap could have a polarizing influence on
political discourse.

More generally, because content producers self-select into their role, they are often systematically
different from other users, and the content they produce is often highly unrepresentative of the
broader user population. The most politically-outspoken users represent the proverbial tip of
the iceberg (see Figure 2): a very visible part of public opinion that may mislead observers as
to the contours of the whole object, the variance of opinion distributions, and the majority’s
leanings. This production—consumption gap has been found for political posting on Twitter |7,
49], misinformation sharing [8, 28, 41], and toxic commenting [55, 73, 82], which are widely
considered to be among the most consequential online political behaviors.

However, while these patterns of (non-)participation have been evident for some time, science
has been slow to appreciate their important implications for research on online platforms and
their users. In this article, we identify several substantive and methodological implications that

1This pattern is also observed among politicians [30].
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Figure 2: Predictors and consequences of participation inequality in political discourse on social
media identified in the literature.

threaten the validity of certain social media research designs. We recommend best practices
for study design and analysis to mitigate these threats. Further, we discuss the implications
for ordinary users, and how the misrepresentativeness of online discourse might contribute to
attitudinal polarization. We conclude by discussing how to apply these recommendations to
address various open questions in future social media research.

While the iceberg metaphor suggests a simplified binary split between visible producers and pas-
sive consumers, the hierarchy of engagement is more fine grained and differs between platforms
depending on the specific affordances. Usually, at the very tip of the iceberg, we have content
production (in the form of writing posts and comments), followed by content evaluation (sharing
content or emotive reactions such as “likes”). Both forms of active engagement are visible to
everyone—users, platforms and researchers. Below this, we have content consumption and at-
tention which scientists can only access via web-tracking data but which is an important internal
metric for platforms. Finally, those disengaged with political content are invisible to anyone as
they don’t leave digital traces and could only be inferred in comparison to, e.g., census data.

Implications for social media research methods

Until the recent advent of the so-called “post-APT age,” [34] social media data constituted a low-
hanging fruit for computational social scientists, providing unprecedented access to vast amounts
of user-generated content, which scholars have put to use in many different study designs. Yet it
has become increasingly clear that certain kinds of such analyses are influenced by the production-
consumption gap.

First among these is the use of social media content as a proxy for public opinion. Although some
analyses of social media data have found that social media discourse tracks changes in public
opinion over time, reflects differences between geographic regions, or has “predicted” specific
election outcomes [1, 9, 10, 11, 22, 23, 27, 29, 32, 36, 38, 52, 54, 79, 80, 105, 112], online content
is not a reliable measure of public opinion (for a critique and guidance, see [98]). Traditional
methods of measuring public opinion, such as polls and surveys, are designed to ensure that the
barriers to opinion expression are minimal, and that every individual’s perspective is given equal



weight—reflecting democratic values. Estimating public opinion on the basis of social media
content abandons this principle in the interest of more convenient data collection, giving more
weight to the views of highly vocal and potentially unrepresentative users. This can distort
evidence about what the broader population really thinks. To phrase it in terms of the iceberg
metaphor: Most behavior is below the water, and what is above the water is not reflective of
what is below the water. First, there is a descriptive discrepancy that researchers tend to focus
on what is above the water. Second, there can be an inferential discrepancy when researchers
wrongly generalize from above the water to below—while likely less frequent than the descriptive
discrepancy, these mistaken inferences are most problematic.

The fundamental challenge that social media scholars face is that the availability of evidence
diverges drastically for different types of users and different modes of data collection. Only
people who produce online content, such as posts and comments, leave visible digital traces
that can be studied. In exploiting the relative abundance of such data in recent years, most
research has focused on these content producers—the tip of the iceberg (Figure 2). Yet this
kind of expressive behavioral data provides few insights into the underlying attitudes, motives,
or identities of users—a limitation that has not prevented researchers from making inferences
about these constructs, and potentially drawing incomplete or misleading conclusions. Survey
data, in contrast, provides robust indicators of complex latent constructs that people can validly
self-report, such as attitudes and identities [3], and allows more transparent sampling strategies.
This is not to say that surveys are generally preferable to social media data. Surveys often fail,
for example, to accurately capture online behavior: Self-reports tend to have limited validity
when it comes to digital behavior, media consumption, and online content production [87]. One
important behavioral dimension that is largely missing from both social media data and survey
data, meanwhile, is information about exposure to online content — an ironic lacuna, given the
tendency of social-scientific theories to focus on social media’s role in exposing users to certain
types of content. Passive web-tracking data can provide insights into the online behavior of the
silent majority, including how they consume news media [101], although this method, too, comes
with its own costs and frictions, as we discuss below.

Overall, these differences in the signals provided by various data sources result in a scientific
knowledge gap, where research reveals different things about different populations. While this
discrepancy is not inherently problematic, failing to acknowledge that studies are based on a
skewed subset of the population can lead to incorrect conclusions. In the following subsections, we
discuss several specific methodological challenges and provide recommendations to help mitigate
them (see Table 1 for summary).

User-centered data collection for user-centered research questions

For some years now, there has been widespread concern that social media users may be negatively
affected by the content they encounter online—especially when it comes to politics [35, 63].
Consequently, considerable effort has been invested in collecting and analyzing the political
content shared on social media, and the dynamics by which it spreads through online networks
[109]. For example, Barber4 et al. [6] analyzed the ideological alignment between authors and
retweeters of political content on Twitter to assess the extent to which online discourse on various
topics took place within echo chambers, where content is predominantly shared by like-minded
users. This pathbreaking work shed light on patterns of content-sharing among the small group of
users who authored and retweeted political content. However, it cannot gauge the extent to which
typical users (largely political content consumers, see Fig. 1) are also in echo chambers—that is,
the extent to which they encounter like-minded content more often than content that challenges
their views. Furthermore, the concept of online echo chambers relies heavily on understanding
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Table 1: Implications for social media research

the content that people are exposed to [86, 103], a measure that is missing from most data
sources that are accessible to researchers. More broadly, it is inadvisable to assume that a
content-centered analysis is representative of user-level experiences, attitudes, or behaviors.
User-centered data collection methods [16] can help by bridging the discrepancy between those
whose data is supplied by platforms and those who can be recruited into surveys. User-centered
sampling in social media research involves recruiting and surveying participants before collecting
digital trace data in order to avoid biasing the sample toward users who are disproportionately
likely to generate digital traces. It covers various types of data collection, including “donated
data” that participants provide voluntarily for research purposes. For example, users can down-
load data packages from social media platforms [12] or install research software that tracks their
browsing [24] and smartphone activity [91]. Working directly with social media platforms [39, 44,
78] can allow researchers to observe users who actively consume content without engaging (silent
users) from those who are completely inactive but industry collaborations naturally challenge
research independence [110]. Including a survey component is almost always beneficial for ensur-
ing the representativeness of the sample and directly assessing participants’ internal states, such
as political attitudes [101]. By combining surveys with digital behavioral data, and making the
sample’s composition an integral part of the study design, researchers can better understand how
different types of users—both consumers and producers—engage in online political discourse.
User-centered data collection methods adhere to foundational principles of survey methodology,
such as carefully considering sampling and measurement issues. For example, following the
total error framework [57, 98] helps ensure that researchers are aware of, and can mitigate,
potential sources of sampling and measurement error that might distort findings. Moreover, in
addition to providing technical solutions for data-access challenges in the post-API era [34, 45]
data donations and other custom data collection techniques also uphold high ethical standards,
including informed consent.

Given the reality of budget constraints, however, user-centered data collection is not always pos-
sible, and there is no one-size-fits-all sampling approach for social media research. For example,
random sampling methods may be appropriate for some research questions, but might suffer
from high non-compliance or dropout rates—an issue we outline below. In contrast, recruit-
ment via social media advertisements [74] might attract a sample with a higher concentration



of active, content-producing users, which could be advantageous or detrimental depending on
the research question. Some social media phenomena—such as the emergence of cultural niches,
minority political movements, or political extremism—thrive precisely because physical barriers
to communication have been reduced for a small number of highly active people. Studying these
phenomena may require targeted sampling strategies, including oversampling of populations that
show a specific online behavior [71, 81], to ensure sufficient statistical power to analyze rare yet
consequential kinds of content. In many such cases, it may be appropriate to use a sampling
frame that focuses on active users [18, 83, 93]. However, even research focusing on niche popula-
tions can benefit from user-centered approaches [92]. As in all research, the best sample selection
approach is the one that best fits the research question at hand.

Differential study compliance and attrition

Study non-compliance and differential attrition have long complicated social science research,
and apply specifically to social media research. Those who frequently post content on a specific
platform are more likely to comply with a study conducted on that platform [99]. Dropout rates
are likely to co-vary with how active participants are online, especially in studies that involve
complex data collection procedures that require participants to, for example, install research
software, manually upload data, or interact with specific platforms. Furthermore, both frequent
posting on social media and online study participation—with some even becoming “professional
survey takers” [48]—depend on participants spending time on digital devices.

Accordingly, researchers need to systematically examine study compliance and differential at-
trition between user groups. Because active producers may be more willing to participate in
online panels or accept survey invitations (e.g., to express their political opinion), methodologi-
cal choices can inadvertently favor certain user groups. The choice of approach should therefore
be informed by the research question: Studies aiming to understand typical user behaviors and
exposure effects may require sampling strategies that capture a broader spectrum of users, while
investigations into the drivers of content production should concentrate on high-output users.
Regarding questions of causal inference, it is essential to have a precise definition of the the-
oretical estimand—that is, what researchers want to know and about whom. Furthermore, it
is crucial to be aware of potential collider bias that can arise in the empirical estimand if the
study is inadvertently limited to a subpopulation, such as content producers [64]. As noted by
Lundberg [64, p. 544], “when selection limits us to observing only a slice of the world, we can get
counterintuitive results. Issues of sample selection may grow in importance as sociology explores
new data sources.”

Aligning the data collection approach with the research objective and seeking to minimize friction
in study participation are practical steps toward reducing the risk of sampling bias (i.e., collider
bias). Substantial friction can otherwise introduce sampling bias through low opt-in rates and
high subsequent dropout patterns.

Considerations for intervention research

Similar considerations apply when designing and empirically testing experimental interventions
on social media platforms. It is crucial to carefully consider which segments of the user population
are intended to be affected by the treatment, and whether that aligns with the sample that can
actually be recruited. Researchers must determine whether the intervention is aimed primarily at
content producers and sharers (e.g., to change posting or sharing behavior) or at consumers (e.g.,
to change how content is consumed and evaluated) [88]. This focus becomes especially relevant
when only a subset of users may be receptive to measures like media literacy prompts [56]—a



typical treatment that is prone to self-selection [59]. Thus, identifying and understanding the
“target” and “take-up” populations is vital. In social media research, the target audience often
maps clearly onto the tip of the iceberg of online political engagement. The take-up audience—
those who are likely to adopt and engage with the intervention—may be even more narrowly
defined. Their receptiveness could be influenced by factors such as their attitudes towards the
scientists who developed the intervention [2, 96].

It is, therefore, important to explore treatment effect heterogeneity between the groups, ideally
incorporating such analyses into preregistration plans [15, 20] or employing a sequential testing
approach. For instance, an intervention could initially be tested on the defined target sample
to test its efficacy, subsequently scaled up to a population-representative sample to monitor for
unintended side effects that might occur when the intervention is applied more widely, and fi-
nally tested in a field setting to assess how it interacts with the existing information environment
(see also discussion by IJzerman et al. [50]). In other words, a population-representative sample
is not necessarily the best option to test the effectiveness of a “pro-democratic” or “pro-social”
intervention—the best sample to use depends strongly on the research question and the charac-
teristics of target and take-up populations concerned. To use a medical analogy, no researcher
would test the effectiveness of a cancer treatment in a population-representative sample that
consists mostly of healthy people, as the relevant population is those affected by cancer.

In the context of testing interventions, researchers can reconsider the definitions of their theoreti-
cal estimands [64]—clearly specifying the target population of interest over which they will aggre-
gate their unit-specific results. Examining patterns of selection and compliance—understanding
the take-up population—further helps to clarify potential bias in the empirical estimand.
Intervention research usually seeks to inform policy decisions. However, the common practice of
excluding participants who fail manipulation checks can make the study’s findings meaningless
for policy making—particularly when there is limited overlap between the target population
and those who actually engage with the intervention. Manipulation checks are postexperimental
measures widely used to verify whether a treatment was actually delivered to a participant.
Suppose you want to reduce online hate speech with an empathy-based intervention [82]. You
may be interested in exploring the theoretical potential of empathy as upper benchmark of
what is possible—conditional on whether participants reported to have experienced empathy
with the target of their comment which would be reflected by passing a manipulation check
(“complier average treatment effect”, CATE). However, this is very different from understanding
the likely effects of an intervention rolled out in a population where not everyone will be reached
by the treatment (“intention to treat effect”, ITT)—despite seeing a prompt to empathize, not
empathizing with a target. Estimating effects in the subpopulation of study compliers can hugely
inflate the effects of an intervention [106]. For instance, if a media literacy intervention is tested
in a population-representative sample that only contains people who were motivated enough to
engage with the treatment, the results might suggest strong effectiveness. However, if the actual
target group is unlikely to accept media literacy training, the intervention’s true impact could
be minimal. Successfully recruiting target populations is already a significant challenge—such as
when an intervention aims to increase trust in science among a low-trust population. However,
if a study only analyzes data from the even narrower population of those who fully comply with
the treatment, the findings may be entirely detached from reality.

While facing these challenges with individual-level behavioral interventions, acknowledging the
production-consumption gap also highlights the potential impact of system-level interventions
such as (A) content moderation policies with a focus on high impact accounts [104] and (B)
algorithmic interventions affecting the visibility of different types of content [89].



Implications for substantive research

The skewed production of online discourse also has implications for attitudinal polarization in
society more broadly—a phenomenon of central interest for social scientists [31, 40, 47, 51, 60,
70, 95]. This is because the excessive visibility of a highly active minority at the tip of the iceberg
can not only mislead social scientists, but also deceive social media users themselves: Users seeing
the disproportionate contribution of a highly vocal minority may believe that these—often more
extreme—views are more common or widely accepted than they actually are. This visibility can
lead users to develop a distorted mental representation of social norms and inaccurate perceptions
about others’ views [94].

A question that may arise is whether this is any different from pre-online times. Participation in
political discussions has never been representative of the population at large—those most vocal in
town hall meetings or political discussions among the neighborhood also tended to be unusually
politically interested and predominantly male [53]. However certain characteristics of digital
media, such as potentially much greater audiences for those who voice opinions, the removal
of spatial barriers for otherwise isolated individuals holding extreme views, and intransparent
algorithmic curation of user feeds with tendencies to fuel toxic content suggest a sharpening skew
of participation in public discourse.

The tip of the iceberg and perceptions of public opinion

At a psychological level, viewing an unrepresentative sample of opinion is likely to engender
misperceptions about the true distribution of opinion in broader society. This is due in part to
“metacognitive myopia,” the tendency to correctly process sampled information but neglect its
underlying sources and contexts, thereby overestimating the generalizability of the sample to the
population [33]. Another cognitive factor that may reinforce these distortions is the “feature-
positive effect,” which makes it (much) easier for people to process events or information that
they can see (positive features) than those that cannot be seen (negative features). For example,
on social media, people pay attention to the visible content, but overlook the absence of views
from the silent majority, and therefore discount them [75].

The skewing of perceptions of public opinion through the nominal overrepresentation of content
from a highly active minority is amplified by the “overperception” of emotionality. Social media
users overperceive the levels of moral outrage expressed in posts, which in turn inflates beliefs
about intergroup hostility [14]. Metaphors like a “prism” [4, 55] and a “funhouse mirror” [94] have
been used to describe this distorting effect, capturing how social media warps perceptions, giving
an exaggerated version of reality. In the following, we focus on the nominal overrepresentation
and visibility of content—represented by the tip of the iceberg metaphor.

The phenomenon that people hold misperceptions of how the majority of a group thinks or be-
haves has previously been captured under the term “pluralistic ignorance” [68]. More specifically,
perceptions of public opinion can be skewed in a magnitude that turns a majority opinion into
a perceived minority opinion, creating a “false social reality” [100, p. 2]. For example, a strong
form of pluralistic ignorance has recently been found in the context of climate change where 80
to 90 percent of Americans strongly underestimate the prevalence of support for climate change
mitigation policies [100].

In the context of online political behavior, these distortions specifically affect the perceived
prevalence of certain political attitudes—highlighting those held by a minority of highly active
users, and detracting from those of a largely silent majority [46, 69]. This skew also extends to
misconceptions about the proportion of people who contribute to toxic content online, giving the
impression that negative views are more widespread than they actually are [58].



When perceptions of public opinion, including discourse norms and mainstream beliefs, become
distorted, they shape individual attitudes and behavior through social learning [13]. For example,
if someone repeatedly encounters messages that suggest a particular political stance is widely
accepted, they may begin to adopt that stance themselves, even if it is not actually as common
as it appears. Research indicates that social norms—especially descriptive norms, which are the
beliefs about what others are doing based on observed behavior—exert a robust influence on
attitudes and actions across various areas [26, 67]. In fact, aligning one’s behavior with what
is seen as the group norm is a socially adaptive response [25, 111]. So, if hostile and polarizing
behavior is over-represented online, it may induce more users to engage in such behavior.

Implications for mass polarization

Political polarization, as a specific case of a shift in public opinion, can from this perspective
be understood as an alignment process between individual opinion and perceived public opinion,
catalyzed through mechanisms of social learning. This proposed mechanism differs from the
idea that people self-select into “echo chambers” [103] or “filter bubbles” [86] that reinforce their
existing views through content exposure. While the existence of homophilic social networks
online—but also offline—is undisputed, exposure to diverse content is also common in online
settings [42]. The proposed solution to the polarizing effects of echo chambers was to expose
people to opposing views. However, empirical support for this solution is weak, and some studies
have even suggested that exposure to opposing viewpoints reinforced the majority group and
increased polarization [4, 83]. More generally, empirical research has shown mixed effects of
content exposure—the primary element in theories of political polarization—often not translating
into significant changes in downstream political attitudes [43, 44]. However, strong and sustained
changes in exposure do shift attitudes [19, 89, 90].

The alternative, implied by our understanding of the iceberg phenomenon, is a mechanism of
alignment between personal and perceived public opinion, and focuses on the perception process
that informs social norm learning. It suggests that this alignment process—which may or may
not result in public opinion shifts, such as polarization—results from how people perceive the
distribution of opinions in society. However, when using social media, one can exclusively observe
expressions of support or rejection from the minority of producers.

This alternative mechanism helps to bridge discrepancies between correlational and causal evi-
dence on digital media use and political polarization. While correlational evidence shows con-
sistent associations [63], causal evidence of the polarizing effect of social media through content
exposure is mixed [19, 43, 44, 90]. However, the reversed path—people with more extreme po-
litical views being more active on social media—is fully in line with findings on the tip of the
iceberg phenomenon. While this may be interpreted as good news from the perspective of plat-
forms who may not want to take responsibility to be the root cause of polarization, we argue
that this hyper-visibility of extreme political views may be the core problem with digital media
and politics.

Beneath the tip of the iceberg: research opportunities beyond
the visible

Rethinking designs for interventions

Interventions aimed at counteracting the presumed effects of online echo chambers, by exposing
people to cross-cutting content, have not been consistently effective in reducing polarization [5].
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Given the inconclusive evidence, there is a need to rethink the mechanisms behind political
polarization and shifts in discourse norms.

Following our line of reasoning, we instead highlight the potential of placing the production—
consumption gap at the core of intervention design, using meta-cognitive techniques to recali-
brate public perceptions of social norms and the distribution of opinions [58|. A first step of such
interventions is to convey an understanding of the tip of the iceberg phenomenon—that social
media creates perceptual distortions that translate into inaccurate mental representations of pub-
lic opinion. Even though the literature on metacognitive myopia suggests that it is very difficult
to fix such distorted mental representations, even if one is aware of the nature of the distortion
[33], understanding this distortion is a necessary first step to enable people to meta-cognitively
correct for it. This approach finds a parallel in consensus messaging interventions in climate
change communication [61, 97, 107], which aim to correct the false balance created by media
reports giving disproportionate attention to dissenting views on anthropogenic climate change.
Another way to increase the saliency of distortions induced by the production—consumption gap
may be to provide social media users with cues that show base rates and passive behavior such
as view counts, in addition to like and share counts [62].

Additionally, there is potential in exploring interventions that directly address second-order ef-
fects, such as the disparities between what individuals believe others think and actual majority
policy preferences. One of the most effective treatments identified in a U.S. mega study [108]
involved presenting survey data to correct inflated perceptions of outpartisan support for undemo-
cratic practices, thereby reducing such support. This suggests that the provision of accurate and
corrective information can mitigate the polarizing effects of unrepresentative content creation
on social media. Interventions could take the form of simple reminders that social media con-
tent is unrepresentative, or more sophisticated contextual annotations that indicate how “fringe”
a given piece of content is relative to the general population. This approach aims to prevent
the normalization of extreme views by ensuring that users are aware that these views are not
representative of the broader population.

While these interventions focus on perceptions of the consumers—the demand side of political
social media content—the nature of the production-consumption gap highlights the potential
impact supply-side interventions in the form of content moderation policies with a focus on high
impact accounts [104] and algorithmic interventions affecting the visibility of different types of
content [89].

Open substantive research questions

Beyond developing interventions, research is needed to answer several important and unresolved
empirical questions. For example, why do some users speak up while others remain silent?
Evidence suggests that those who create political content online are more likely to be male, have
a strong interest in politics, and hold more extreme ideological views [55, 85]. The association
between political interest and online political content creation may be inevitable, but the gender
imbalance is troubling, and the absence of moderate voices online is particularly concerning in
relation to polarization and merits further study. Some moderates may stay silent simply due
to lack of interest in politics—this may not be problematic from a normative standpoint. More
concerning is the possibility that moderates are choosing not to speak up due to structural
factors, which, if so, may only be addressed by means of structural changes [85].

One important structural factor is a platform’s use of content-ranking algorithms. They deter-
mine which content appears most prominently in users’ feeds, and typically seek to maximize
user engagement. However, the content that is most engaging may not be particularly represen-
tative of the views of the broader user population; on the contrary, the most attention-grabbing
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content my tend to be that which is unusual and striking [66] — features that may promote the
visibility of fringe views in social media feeds, and may systematically spotlight users who hold
such views, enabling them to achieve greater status and reach on platforms, and encouraging
their continued creation of fringe political content. Future research should investigate how these
algorithms influence participation equilibria and consider interventions to ensure a more balanced
representation of voices, mitigating the polarization effect.

Conclusion

The production—consumption gap in online political engagement can be illustrated using the
tip of the iceberg metaphor: a few highly visible users actively produce content above the sur-
face, while the largely silent majority passively consume content below the surface. This gap
distorts perceptions of public opinion for social media users, journalists, politicians, and re-
searchers alike. It has methodological implications for both the internal validity of social media
research—particularly in terms of how social media use relates to political constructs—and its
external validity, particularly when designing “pro-democratic” interventions to mitigate certain
phenomena.

We identify two areas of methodological challenges in social media research: (1) misleading
inferences about “public opinion” and the prevalence of specific behaviors due to the selective
study of content producers in social media data (2) limits to the generalizability of treatment
effects from “pro-democratic” interventions that were tested on populations that differ from the
intended target populations. Linking back to the influential work of Lundberg et al. [64], the first
challenge regards the empirical estimand whereas the second regards the theoretical estimand.
We propose several solutions to address these challenges. First, we call for a shift towards user-
centered data collection approaches that combine digital behavioral data with survey data and
implement a clearly defined sampling strategy, as well as to reduce friction in study designs and
systematically examine study compliance and attrition. Second, we emphasize the importance
of clearly identifying the target and likely take-up populations of an intervention, examining
treatment effect heterogeneity and transparently aligning sampling procedures with the research
objective.

Finally, we transfer our observations from the process of scientific knowledge generation to the
process of public opinion formation. The proposed perception-and-learning (Fig. 3) process
offers an alternative perspective on how social media use relates to phenomena such as opinion
and discourse shifts. Placing the production-consumption gap central, allows us to move beyond
classic theories of individual-level content exposure but takes into account both: the social pro-
cess of public opinion formation as well as the structural realities of political content in online
environments. The assumed distortions of public opinion perceptions that inform social learning
processes are entirely plausible on a cognitive level and in line with extant psychological litera-
ture. We encourage empirical researchers to further examine this process through observational,
experimental, and theoretical work.
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