
CAMBRIDGE UNIVERISTY 
A DECADE OF INTELLIGENT COOLING
WITH COLDLOGIK



Supporting business operations, research, 
teaching, and learning. 

From the outset, the University adopted a hybrid cooling 
strategy based on a ‘warm’ chilled water system and 
free cooling principles. This early commitment to energy 
efficiency significantly reduced power consumption 
and carbon emissions, while paving the way for future 
adaptability.

Over a decade later, the site remains a testament to 
forward-thinking design and engineering. More than a 
decade later, WCDC continues to evolve, with USystems 
playing a central role in enabling upgrades that maintain 
performance, increase capacity, and prepare the facility 
for the future.

At the heart of this system is ColdLogik from USystems. 
Through a long-term, collaborative relationship, USystems 
has helped the University optimise its infrastructure, 
support evolving IT loads, and maintain best-in-class 
energy efficiency.

THE WEST CAMBRIDGE 
DATA CENTRE (WCDC) 
WAS DEVELOPED IN 
2013 TO CONSOLIDATE 
THE UNIVERSITY 
OF CAMBRIDGE’S 
COMPUTING NEEDS. 

From the beginning, the University made 
a bold design decision to operate within 
the ASHRAE A2 temperature range. 
Allowing room temperatures of up to 27°C. 
This enabled a shift away from traditional 
cooling approaches toward a more 
innovative, flexible model.

While multiple solutions were explored, including all-air 
indirect evaporative cooling, the final design used four 
hybrid dry coolers, configured for N+1 resilience. These 
supported a chilled water system that delivers 100% free 
cooling, while significantly reducing power consumption 
and emissions.

To handle the demands of High Performance Computing 
(HPC), a rear-door heat exchanger (RDHx) solution from 
USystems was adopted following a successful trial at 
another university site. The ColdLogik RDHx system 
enabled cabinet densities to increase from 30kW to 44kW, 
and data hall capacity to rise from 900kW to 1.2MW all 
while preserving cooling efficiency.

Close collaboration with USystems allowed the University 
team to fine-tune system parameters and achieve peak 
operational performance.

COOLING & POWER



Power is supplied via 11,000KV feeds from UK Power Networks (UKPN), feeding into 
two separate substations and a 3,150kVA transformer. Initial capacity is 2,200kVA, with 
headroom for 3,000kVA as availability from UKPN increases.

Backup power is provided by three 1,100kVA generator sets, configured to N+1 ensuring that only two are required to 
maintain operation, with fuel reserves for 72 hours of runtime.

Uninterruptible power is delivered through three 1,000kVA modular UPS systems (N+1), each consisting of five 
200kVA modules with intelligent controls. The UPS systems operate at 98% efficiency.

Power is distributed through dual A and B feeds, using a Starline busbar system for flexibility. Each rack is powered 
and metered by intelligent Raritan cabinet PDUs, ensuring both resilience and real-time monitoring.

ELECTRICAL 
INFRASTRUCTURE

Rack mounted CDU

In late 2020, USystems joined a joint project 
with Dell, CoolIT, and the University to explore 
direct liquid cooling (DLC) within the existing 
HPC facility home to over 100 ColdLogik-
cooled racks at the time.

2020: DLC PILOT DEPLOYMENT

The pilot introduced five rack-mounted 4U CDUs, 
each rated at 200kW and serving two server racks 
via internal manifolds. Each rack operated at 
roughly 60kW (approx. 40kW covered by DLC and 
18–20kW by conventional IT loads).
 
To accelerate deployment, the CDUs were supplied 
from the return water line of the existing ColdLogik 
infrastructure, delivering water at 27–30°C (5–7°C 
below the CDU’s preferred supply temperature, but 
still within workable range).

Each CDU included dual pumps, dual power 
supplies, and primary/secondary water circuits.

To accommodate the CDUs, ColdLogik cooler flow 
control valves were adjusted to a 55% minimum 
opening, slightly overcooling the system but 
without adverse effects, as the adiabatic free 
cooling source supplies water at a steady 21°C.

Over the following two years, the setup expanded 
with three more rack pairs added, demonstrating 
the approach’s effectiveness and adaptability.

UPGRADES & DLC 
DEPLOYMENT:  
EVOLVING TO MEET DEMAND

Rack DLC Manifold



In 2023, the University received funding 
to deploy a new Supercomputer, DAWN. 
The system required a fully redundant 
Secondary Fluid Network (SFN), 
designed with future expansion in mind.

2023: DAWN SUPERCOMPUTER AND 
SECONDARY FLUID NETWORK

USystems supported the design and installation of the 
SFN, which included:

The SFN went live in November 2023, powering 16 new 
high-density Dell DLC racks. Each rack now operates 
at approximately 80kW, with 60kW handled by DLC 
and the remaining 20kW managed by ColdLogik RDHx 
units. 

All previously installed DLC servers were transferred 
to the SFN, and extensive pipework and CDU filtration 
upgrades were completed—again, without interrupting 
live operations.

• Four large rack-mounted CDUs to serve the  
entire facility 

• A fully plumbed, redundant secondary water loop 

• Continuous operation throughout installation,  
no downtime to core systems

UPGRADES &  
DLC DEPLOYMENT:  
EVOLVING TO  
MEET DEMAND

New SFN 
Manifold

New SFN  
Rack Manifolds

TEN YEARS ON, CAMBRIDGE UNIVERSITY’S 
WEST CAMBRIDGE DATA CENTRE REMAINS ONE 
OF THE UK’S MOST ENERGY-CONSCIOUS AND 
FUTURE-READY FACILITIES.

USystems’ ColdLogik solutions have consistently delivered the flexibility and performance needed to 
support both high-density IT growth and the adoption of emerging technologies like DLC. 

With upgrades underway to support up to 1.8MW of IT load, the next chapter is already in motion.

CONCLUSION

New CDU Primary Filters



If you have any further questions please email 
uk-bed-sm-sales@legrand.com

Systems House
235 Ampthill Road
Bedford, MK42 9QG

260 East Main Street
Suite 6413
Rochester, NY 14604

NORTH AMERICA CONTACTEUROPE
+44 (0) 1234 761 720
uk-bed-sm-sales@legrand.com
www.usystems.com

THANK YOU.


