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1
SYSTEMS AND METHODS FOR TRAINING
MACHINE LEARNING MODELS WITH
USER-SPECIFIC KNOWLEDGE GRAPHS TO
PREDICT OUTCOMES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to and benefit of U.S.
Provisional Patent Application No. 63/507,871, titled “SYS-
TEMS AND METHODS FOR MACHINE LEARNING
MODELS USING KNOWLEDGE GRAPHS AND
ENGAGEMENT DATA TO PREDICT A FUTURE OUT-
COME,” filed Jun. 13, 2023, the disclosure of which is
incorporated herein by reference.

BACKGROUND

The embodiments described herein relate to systems and
methods for machine learning models (e.g., neural network
based models) using knowledge graphs and engagement
data to predict outcomes, performance and/or skill levels of
a user.

Some known machine learning models can be used to
predict outcomes. In certain contexts, however, such known
machine learning models can be prone to error and can
define erroneous connections between input data. This can
lead to less than desirable results.

Accordingly, a need exists for machine learning models
that can produce more relevant and accurate predictions.

SUMMARY

In one embodiment, a non-transitory processor-readable
medium stores code representing instructions to be executed
by one or more processors. The instructions include code to
cause the one or more processors to receive interaction data
associated with a user, the interaction data including more
than one interaction type and provide the interaction data as
input to a first machine learning model to generate a vector
representation of the interaction data, the vector represen-
tation defining similarity measures between subsets of the
interaction data regardless of interaction type. The instruc-
tions further include code to cause the one or more processor
to update, based on the vector representation, a knowledge
graph and retrieve, based on a target for a prediction
associated with a capability level of the user, data associated
with the user. The instructions further include code to cause
the one or more processors to provide the target as input to
a second machine learning model to define a relative com-
plexity score for the data associated with user, provide a
format associated with the data associated with the user as
input to a third machine learning model to generate
pseudoguessing weights for the data associated with the
user, and provide point-biserial correlation coefficients asso-
ciated with the data as input to a fourth machine learning
model to generate an item discrimination index for the data
associated with the user. The instructions further include
code to cause the one or more processors to generate at least
one prediction associated with the target by providing the
relative complexity score, the pseudoguessing weights, and
the item discrimination index as input to an auto regressive
transformer trained on the knowledge graph. The instruc-
tions further include code to cause the one or more proces-
sors to provide the at least one prediction as input to a fifth
machine learning model to generate a plurality of simula-
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2

tions, and identify, based on the plurality of simulations, the
prediction associated with the capability level of the user

In one embodiment, a non-transitory processor-readable
medium stores code representing instructions to be executed
by one or more processors. The instructions include code to
cause the one or more processors to receive interaction data,
the interaction data including more than one interaction type
and provide the interaction data to as an input to a first
machine learning model to generate a vector representation
of the interaction data, the vector representation defining
similarity measures between subsets of the interaction data
regardless of interaction type. The instructions further
include code to cause the one or more processors to gener-
ate, based on the vector representation, a knowledge graph,
and train a transformer based on the knowledge graph and
retrieve, based on a target for a prediction associated with a
capability level of a user, data associated with the user. The
instructions further include code that cause the one or more
processors to provide as context associated with the target as
an input to a second machine learning model to define a
relative complexity score for the data associated with user,
provide a format associated with the data associated with the
user as an input to a third machine learning model to define
pseudoguessing weights for the data associated with the
user, and provide point-biserial correlation coefficients asso-
ciated with the data as an input to a fourth machine learning
model to define an item discrimination index for the data
associated with the user based on. The instructions further
include code that cause the one or more processors to
generate at least one prediction associated with the target by
providing the relative complexity score, the pseudoguessing
weights, and the item discrimination index as an input to the
transformer. The instructions further include code that cause
the one or more processors to provide the at least one
prediction to a fifth machine learning model to generate a
plurality of simulations, and identify, based on the plurality
of simulations, the prediction associated with the capability
level of the user.

In one embodiment, an apparatus include one or more
memories and one or more processors operatively coupled to
the one or more memories. The one or more processors
configured to retrieve, based on a target for a prediction
associated with a capability level of a user, data associated
with the user, the data associated with a knowledge graph.
The one or more processors are configured to provide the
target as an input to a first machine learning model to
generate a vector representation of the target. The one or
more processors are configured to update the knowledge
graph based on the vector representation. The one or more
processors are configured to provide a context associated
with the target as an input to a second machine learning
model to define a relative complexity score for the data
associated with the user. The one or more processors are
configured to provide a format associated with the data
associated with the user as an input to a third machine
learning model to define pseudoguessing weights for the
data associated with the user. The one or more processors are
configured to provide point biserial correlation coefficients
associated with the data to a fourth machine learning model
to define an item discrimination index for the data associated
with the user. The one or more processors are configured to
generate at least one prediction associated with the target by
providing the relative complexity score, the pseudoguessing
weights, and the item discrimination index as an input to a
transformer trained on the knowledge graph. The one or
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more processor are configured to provide the at least one
prediction to a fifth machine learning model to generate a
plurality of simulations.

The one or more processors are configured to identify,
based on the plurality of simulations, the prediction associ-
ated with the capability level of the user.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a block diagram for a system for predicting
future performance, according to an example embodiment.

FIG. 2 shows a flowchart for a method for predicting
future performance with the system of FIG. 1.

FIG. 3 shows a flowchart for a method of generating an
answer prediction using the system of FIG. 1.

FIG. 4 shows a flowchart for a method of generating an
action plan using the system of FIG. 1.

FIG. 5 shows a block diagram for a system for predicting
future performance, according to an example embodiment.

FIG. 6 shows an answer prediction displayed on a com-
puting device, according to an example embodiment.

FIG. 7 shows a skill prediction displayed on a computing
device, according to an example embodiment.

DETAILED DESCRIPTION

In some embodiments, a machine learning model is
generated to predict a future outcome, performance and/or
skill level (e.g., proficiency, execution ability, capability,
etc.). A method includes, receiving a query for a prediction
associated with a skill level of a user in an identified context.
The method includes by using the query as an input to a first
machine learning model trained using a knowledge graph,
generate a prediction to each question from a set of questions
associated with the context. The prediction for each question
from the set of questions is a probability that the user will
answer that question from the set of questions correctly. The
method further includes using the prediction as an input to
a second machine learning model, generating a set of
simulations using the prediction for each question from the
set of questions; identifying, based on the set of simulations,
the prediction associated with the skill level; and providing
an indication of the prediction to inform an action for the
user to increase the skill level.

In some embodiments, a method of predicting a future
outcome, performance and/or skill level includes generating
a skill prediction model for a user, which includes the steps
of receiving a query for a skill prediction; processing the
query to form a processed query; determining a subject
matter and difficulty associated with the processed query;
transmitting the processed query to an answer prediction
model, a skill prediction model, and/or a remediation model;
generating, by the answer prediction model, a sample ques-
tion related to the processed query; predicting a performance
for the user on the sample question, thus generating an
answer prediction; providing the answer prediction to the
skill prediction model; generating a skill prediction based on
the answer prediction; and presenting the skill prediction to
the provider of the query.

In some implementations, an answer prediction model
and a skill prediction model are used to predict outcomes
and/or skill levels, such as a user’s future academic perfor-
mance. In some embodiments, the user can be a student. In
such a context, for example, the answer prediction model
generates an answer prediction, which is a prediction of how
auser will do on a particular question. The answer prediction
model may generate an answer prediction for multiple users
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and for multiple questions. The skill prediction model gen-
erates a skill prediction, which is a prediction of how well
a user will understand a topic. In some instances, the skill
prediction model can generate a skill prediction for a user in
a topic for which the user has received no previous instruc-
tion.

Learning can be achieved using various mediums, includ-
ing reading books, watching videos, listening to audio, and
so forth. Traditionally, to determine how much a user knows
about a particular topic, users are given various forms of
tests and exams. These exams can include multiple choice
questions, essay responses, fill-in-the-blank questions, and
so on. These tests are usually administered at the end of the
user’s time studying a particular subject, such as at the end
of a unit, the end of a semester, or the end of a school year.

Arguments have been presented that providing tests in
this way does not afford the user an accurate opportunity to
demonstrate his or her knowledge in a particular subject
matter area. Accordingly, various theories, such as classical
test theory, try to statistically account for variations in a
user’s performance on test day to more accurately assess a
user’s understanding of particular concepts.

As technology advances, more learning and testing is
done using computers and other technology. Many types of
exams, including entrance exams for professional schools,
are now administered online. And much of the learning for
those exams also occurs on digital platforms.

As learning happens more and more in digital environ-
ments, there is a growing need and expectation that a user’s
understanding of certain concepts and subject matter areas
can be measured with greater accuracy.

FIG. 1 shows a block diagram of a system 10 for
processing data to predict a user’s (or other user’s) future
performance and future skill level, according to an embodi-
ment. The system 10 includes a prediction system 100, a
network 120, an admin device (e.g., primary compute
device, hub, superior device, first compute device) 130, user
devices (e.g., secondary compute device(s), node(s), etc.)
140, databases 150, and a conversation model 160. In some
embodiments, the system 10 is associated with an entity
(commercial entity, educational entity, etc.), including and/
or associated with admin Ul and/or users U.

The network 120 facilitates communication between the
components of the system 10. The network 120 can be any
suitable communication network for transferring data, oper-
ating over public and/or private networks. For example, the
network 120 can include a private network, a Virtual Private
Network (VPN), a Multiprotocol Label Switching (MPLS)
circuit, the Internet, an intranet, a local area network (LAN),
a wide area network (WAN), a metropolitan area network
(MAN), a worldwide interoperability for microwave access
network (WiMAX®), an optical fiber (or fiber optic)-based
network, a Bluetooth® network, a virtual network, and/or
any combination thereof. In some instances, the network 120
can be a wireless network such as, for example, a Wi-Fi or
wireless local area network (“WLAN™), a wireless wide area
network (“WWAN™), and/or a cellular network. In some
instances, the network 120 can be a wired network such as,
for example, an Ethernet network, a digital subscription line
(“DSL”) network, a broadband network, and/or a fiber-optic
network. In some instances, the network can use Application
Programming Interfaces (APIs) and/or data interchange for-
mats, (e.g., Representational State Transfer (REST),
JavaScript Object Notation (JSON), Extensible Markup
Language (XML), Simple Object Access Protocol (SOAP),
and/or Java Message Service (JMS). The communications
sent via the network 120 can be encrypted or unencrypted.
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In some instances, the network 120 can include multiple
networks or subnetworks operatively coupled to one another
by, for example, network bridges, routers, switches, gate-
ways and/or the like (not shown).

The admin device 130 is configured to generate, view,
and/or complete actions by a admin Ul. The admin device
130 includes a processor 132, a memory 134, an output 136,
and an input 138, each operatively coupled to one another
(e.g., via a system bus) and each in communication with the
network 120. In some implementations, the admin device
130 is associated with (e.g., owned by, accessible by, oper-
ated by, etc.) the admin Ul. The admin Ul can be any type
of'user, such as, for example, a teacher, a professor, a school,
an administrator, a manager, an employee, a customer, an
operator, and/or the like. While the system 10 shown in FIG.
1 as including one admin device 130, in some embodiments
the system 10 includes multiple admin devices, each asso-
ciated with one or more users and each in communication
with the prediction system 100 via the network 120.

The processor 132 of the admin device 130 may be a
hardware-based integrated circuit (IC) or any other suitable
processing device configured to run and/or execute a set of
instructions or code. In some implementations, the processor
132 is a general-purpose processor, a central processing unit
(CPU), an accelerated processing unit (APU), an application
specific integrated circuit (ASIC), a field programmable gate
array (FPGA), a programmable logic array (PLA), a com-
plex programmable logic device (CPLD), a programmable
logic controller (PLC) and/or the like. The processor 132 is
operatively coupled to and in communication with the
memory 134, the display 136, the input 138, and the network
120, such as through a system bus (e.g., address bus, data
bus, control bus, etc.) and/or a wireless connection.

The memory 134 of the admin device 130 may be a
random-access memory (RAM), a memory buffer, a hard
drive (e.g., solid state drive (SSD), hard disk drive (HDD),
etc.), a read-only memory (ROM), an erasable program-
mable read-only memory (EPROM), and/or the like. In
some instances, the memory 134 can store, for example, one
or more software programs and/or code that can include
instructions to cause the processor 132 to perform one or
more processes, functions, and/or the like. In some imple-
mentations, the memory 134 includes extendable storage
units that can be added and used incrementally. In some
implementations, the memory 134 can be a portable memory
(e.g., a flash drive, a portable hard disk, and/or the like) that
can be operatively coupled to the processor 132. In some
embodiments, the memory 134 can be remotely operatively
coupled with a compute device separate from (e.g., detached
from) the admin device 130. For example, a remote database
device can serve as a memory and be operatively coupled to
the admin device 130.

The output 136 is operatively coupled to the processor
132 and is configured to present (e.g., display, provide, etc.)
information to admin Ul. For example, in response to the
prediction system 100 generating a future user skill predic-
tion, processor 132 can receive the future user skill predic-
tion and the output 136 can present the future user skill
prediction to the admin Ul. In some implementations, the
output 136 is a display, such as a Cathode Ray tube (CRT)
display, Liquid Crystal Display (LCD), Light Emitting
Diode (LED) display, Organic Light Emitting Diode
(OLED) display, and/or other displays configured to present
information visually. Example outputs that can be displayed
by the display 136 are shown in FIGS. 6 and 7, which are
described in further detail herein. In some implementations,
the output 136 is a speaker or other audio output device
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configured to present information to the admin U1, such as
the future user skill prediction, aurally. In some implemen-
tations, the output 136 is configured to provide feedback to
the admin U1 via haptic feedback.

The input 138 is operably coupled to the processor 132
and is configured to provide a signal to the processor 132 to
complete a task. In some implementations, the input 138 is
a peripheral device, such as a mouse, keyboard, global
positioning system (GPS), microphone, touch screen,
speaker, scanner, headset, camera, and/or the like. In some
instances, the admin Ul can use the input 138 to send
information to the prediction system 100 via the network
120, such as a knowledge graph or a location of the admin
device 130. In some instances, the input 138 is configured to
provide a request for information (e.g., query, target, etc.) to
the prediction system 100 via the network, such as a request
for a future user skill prediction.

In some implementations, each of the user devices 140
can be substantially similar to the admin device 130. The
user devices 140 include a processor similar to the processor
132, a memory similar to the memory 134, an output device
similar to the output 136, and an input device similar to the
input 138. The user devices 140 are configured to send and
receive information from the prediction system 100 via the
network 100. The information provided to the prediction
system 100 by the user devices 140 may include device data
(e.g., battery health, network connectivity speed, geographic
location, etc.), user engagement data (e.g., screentime, key-
logger information, login and logout times, shutdown and
start up times, etc.), and other raw data input to the user
devices 140.

The databases 150 store information related to the system
10 and the processes described herein. For example, the
databases 150 can store organizational strategy information,
change logs, change triggers, digital calendars, communi-
cations, activity reports, direct engagement information,
digital artifacts (e.g., email messages, calendar appoint-
ments, documents, text messages, reports, etc.), conversa-
tion data, assessment data, assignment data, user and/or user
profiles, data on content explored by users and/or users
and/or similar information. The databases 140 can be any
device or service configured to store signals, information,
and/or data (e.g., hard-drive, server, cloud storage service,
etc.). The databases 140 can receive and store signals,
information and/or data from the other components (e.g., the
primary compute device 130, the secondary compute device
140, the conversation model 160, the prediction system 100,
etc.) of the system 10. The databases 140 can include a local
storage system associated with the prediction system 100,
such as a server, a hard-drive, or the like or a cloud-based
storage system. In some implementations, the databases 140
can include a combination of local storage systems and
cloud-based storage systems. In some implementations, the
databases 140 include different databases for storing differ-
ent information. For example, the databases 150 can include
a database for storing information used to determine an
action plan and a database for storing information used to
determine an answer prediction and a skill prediction. In
some implementations, the databases can include informa-
tion associated with multiple entities and/or the admin Ul.

The system 10 further includes a conversational artificial
intelligence (AI) model, shown as a conversation model 160.
The conversation model 160 can receive inputs from and
provide outputs to one or more users or users. The conver-
sation model 160 can be used as a chatbot by the users U to
aid in their learning of particular topics. The conversation
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model 160 can record and save chat information (e.g., from
conversations with the user) in the databases 150.

In some implementations, the conversation model 160 can
provide prompts to one or more users or users to obtain
information (e.g., user information, user information,
knowledge information) and can use the one or more inputs
to update a knowledge graph, train a model (e.g., the answer
prediction model 114, the skill prediction model 116, the
remediation model 118) or as input to a model to generate
predictions. In some implementations, the conversation
model 160 ranks subject matter areas (e.g., math, science,
history, geography) based on the inputs (e.g., queries, con-
versational queries), and an output from the conversation
model 160 may include and/or be associated with a priority
ranking of the subject matter for the student or user, or the
priority ranking can be provided to the remedial model 118
to further inform the generation of an action plan. The
conversation model 160 can, based on the ranking, generate
a strategy vector that can be improved and/or optimized to
maximize and/or increase the action plan.

The prediction system 100 is configured to receive inputs
(e.g., raw data, queries, relationship information, etc.) to
generate a graph (e.g., knowledge graph, semantic network,
etc.) concerning the relationship between behavior (e.g.,
user behavior, inputs from the user device 140) and perfor-
mance (e.g., academic performance), as discussed further
herein. For example, the graph may indicate a linear rela-
tionship between a first user behavior (e.g., answering 18 out
ot 20 questions correct relating to differential equations) and
a future academic performance (e.g., users with high accu-
racy for differential equations will likely do well on ques-
tions related to control systems). As such, the graph can be
used to indicate relationships between concepts, subjects,
questions and/or the like (e.g., as prerequisites or indicators
of success for other topics). In some implementations the
graph can be generated by a machine learning model. In
some implementations, the graph can at least partially be
curated by an expert. In some implementations, each node of
the graph can be a subject, concept, question, trait, past
performance and/or the like and each edge in the graph can
represent a relationship between each node. In some imple-
mentations, the shorter the edge, the closer the relationship
between the nodes.

The prediction system 100 is further configured to seed,
prime, train and/or pre-train a model (e.g., answer prediction
model 114, skill prediction model 116 and/or remediation
model 118) with the graph. In some implementations, the
prediction system 100 creates a knowledge graph based on
the received inputs, such as user engagement information
with the user devices 140. In some implementations, the
knowledge graph is based on (e.g., structured around, etc.)
other knowledge graphs. For example, knowledge graph
may be based on other knowledge graphs previously created
by the prediction system 100 and based on knowledge
graphs received from other sources (e.g., knowledge graphs
of users in other cities, knowledge graphs of users learning
similar topics, etc.).

The prediction system 100 is further configured to use the
knowledge graph to pre-train (e.g., fit) a model (e.g., the
parameters of a model). In some embodiments, the model
(e.g., answer prediction model 114, skill prediction model
116 and/or remediation model 118) is seeded, primed,
trained and/or pre-trained using multiple knowledge graphs,
such as a first knowledge graph and a second knowledge
graph. In some embodiments, the model is seeded, primed,
trained and/or pre-trained using self-generated knowledge
graphs and knowledge graphs collected from sources outside
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the system 10 via the network (e.g., found on the internet,
specific to educational rubrics, etc.). Seeding, priming, train-
ing and/or pretraining the model using the knowledge graph
can aid the model in properly and effectively identifying
connections and/or relationships between success and/or
failure across subjects, concepts, topics and/or the like. This
ensures that the answer prediction model 114 and/or the skill
prediction model 116 do not define connections between
concepts, subjects and/or questions that actually do not have
relationships.

The prediction system 100 is further configured to receive
a query (e.g., command, question, etc.) from a user (e.g.,
admin U1, user U, etc.) and output a prediction associated
with a specific context. For example, admin Ul can use an
input device to send the query “is User X likely to answer
question Y correctly?” where User X is associated with one
of the user devices 140 and question Y is provided to the
prediction system 100 prior to the generation of the query.

The prediction system 100 is configured to generate an
answer prediction, such as “yes” or “no.” In some imple-
mentations, where the query is “how likely is User X to get
question Y correct?” the prediction system 100 is configured
to generate either a quantitative answer prediction (e.g., 78
percent likelihood of answering question Y correctly) or a
qualitative answer prediction (e.g., user X is not very likely
to answer question Y correctly). In some implementations,
the query includes a request to predict User X’s performance
on more than one question. In some implementations, the
prediction system 100 updates the model in response to
receiving the query and/or after generating the answer
prediction.

The prediction system 100 is further configured to gen-
erate a skill prediction in response to receiving a request for
a skill prediction. For example, the admin device 130 may
provide the query “how well does User X understand
covalent bonding?” The prediction system 100 is configured
to generate either a qualitative or quantitative skill predic-
tion based on the model. In some implementations, the
prediction system 100 updates the model in response to
receiving the query and/or after generating the skill predic-
tion.

The prediction system 100 includes a processor 102 and
a memory 104, each operatively coupled to one another
(e.g., via a system bus). The prediction system 100 is in
communication with (e.g., communicatively coupled to) the
admin device 130, the user device 140, the database 150, and
the conversation model 160 via the network 120. The
prediction system 100 is configured to send information to
and receive information from any of the admin device 130,
the user device 140, the database 150, and the conversation
model 160. In some embodiments, the prediction system 100
is integrated within one of the admin device 130 or the user
device 140.

The processor 102 may be a hardware-based integrated
circuit (IC) or any other suitable processing device config-
ured to run and/or execute a set of instructions or code. In
some implementations, the processor 102 is a general-
purpose processor, a central processing unit (CPU), an
accelerated processing unit (APU), an application specific
integrated circuit (ASIC), a field programmable gate array
(FPGA), a programmable logic array (PLA), a complex
programmable logic device (CPLD), a programmable logic
controller (PL.C) and/or the like. The processor 102 is
operatively coupled to and in communication with the
memory 104 and the network 120, such as through a system
bus (e.g., address bus, data bus, control bus, etc.) and/or a
wireless connection.
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The memory 104 of the of the prediction system 100 can
be, for example, a random-access memory (RAM), a
memory buffer, a hard drive, a read-only memory (ROM), an
erasable programmable read-only memory (EPROM), and/
or the like. In some instances, the memory 104 can store, for
example, one or more software programs and/or code that
can include instructions to cause the processor 102 to
perform one or more processes, functions, and/or the like. In
some implementations, the memory 104 can include extend-
able storage units that can be added and used incrementally.
In some implementations, the memory 104 can be a portable
memory (for example, a flash drive, a portable hard disk,
and/or the like) that can be operatively coupled to the
processor 102. In some instances, the memory 104 can be
remotely operatively coupled with a compute device. For
example, a remote database device can serve as a memory
and be operatively coupled to the compute device.

The memory 104 includes and/or stores a data extractor
106, a preprocessor 108, a query processor 110, a data
synthesizer 112, an answer prediction model 114, a skill
prediction model 116, and a remediation model 118. In some
implementations, the data extractor 106, the preprocessor
108, the query processor 110, the data synthesizer 112, the
answer prediction model 114, the skill prediction model 116,
and the remediation model 118 can be software stored in
memory and executed by processor 102. In some implemen-
tations, the data extractor 106, the preprocessor 108, the
query processor 110, the data synthesizer 112, the answer
prediction model 114, the skill prediction model 116, and the
remediation model 118 can be implemented in hardware at
the prediction system 100.

In some implementations, the admin device 130 is asso-
ciated with a admin U1 of an entity (e.g., school, university,
commercial tutoring entity, etc.), and the prediction system
100 is associated with the entity. In some implementations,
the admin device 130 is associated with a first organization,
and the prediction system 100 is associated with a second
organization different from the first organization. For
example, the first organization may be an educational insti-
tution (e.g., elementary school, middle school, high school,
college, university, etc.) and the second organization may be
an educational consulting group, tutoring service, or the like.

The prediction system 100 receives user information from
the admin device 130 via the network 120. User information
includes admin device information (e.g., battery life, geo-
graphic location, device type, etc.), a user profile (e.g.,
demographic information, age, gender, sex, education level,
credentials, etc.), chatbot conversations (e.g., semantic data
sent between the admin device 130 and the conversation
model 160), input device information (e.g., engagement
history with the input 138), explored content (e.g., browsing
history), and user device conversations (e.g., semantic data
transmitted between the admin device 130 and the user
device 140).

The prediction system 100 is further configured to receive
user information from the user devices 140 via the network
120. User information includes user device information
(e.g., battery life, geographic location, device type, etc.), a
user profile (e.g., demographic information, age, gender,
sex, grade level, education level, parent’s education level,
etc.), chatbot conversations (e.g., semantic data sent
between the user device 130 and the conversation model
160), input device information (e.g., engagement history
with the input device of the user device 140), explored
content (e.g., browsing history), user device conversations
(e.g., semantic data transmitted between the user device 140

10

15

20

25

30

35

40

45

55

60

10

and the admin device 130), and assessment data (e.g.,
answers to exams, essays, practice problems, and the like)

The prediction system 100 is further configured to receive
knowledge information from the database(s) 150. Knowl-
edge information is information that the memory 104 uses to
generate the graph for training the model(s) (e.g., answer
prediction model 114, skill prediction model 116 and/or
remediation model 118). Knowledge information can
include data from sources other than the user device 140 and
the admin device 130, such as academic papers, scientific
journals, and the like. For example, knowledge information
may include a peer-reviewed list containing quantified rela-
tionships between various academic subjects (e.g., a corre-
lation matrix that compares how academic performance in a
first subject is correlated to academic performance in a
second subject). Knowledge information can include, in
part, user information and user information.

Conversation information is information created by the
conversation model 160. For example, the conversation
model 160 may be a chatbot powered by artificial intelli-
gence and configured to provide outputs (e.g., plain lan-
guage outputs, semantic outputs, code, math equations, etc.)
in response to inputs (e.g., plain language inputs, semantic
inputs, audio inputs, code, math equations, etc.). In some
instances, conversation information is mutually exclusive
from both the user information and the user information. For
example, the conversation information may include inputs
provided to and outputs provided by the conversation model
160 originating outside of the system 10. In some imple-
mentations, the conversation model 160 can be any suitable
machine learning model such as, for example, a large
language model (LLM), a neural network, a decision tree, a
reinforcement learning model and/or the like. In some
implementations, the conversation model 160 is internal to
the system 10, such that the conversation information
includes inputs received from and outputs provided to the
user device 140 and the admin device 130.

In some implementations, the prediction system 100
automatically receives user information, user information,
knowledge information, conversation information, and user
interaction data (e.g., question data, engagement data, etc.).
In some implementations, the prediction system 100 sends a
request (e.g., on-display prompt, access request, etc.) to
receive user information, user information, knowledge infor-
mation, and conversation information.

In some implementations, the prediction system 100
continuously, periodically, or sporadically monitors the
admin device 130, the user devices 140, the database(s) 150,
and/or the conversation model 160 for changes in (e.g.,
additions to, subtractions from) user information, user infor-
mation, knowledge information, and conversation informa-
tion. In some implementations, the prediction system 100
normalizes user information, user information, knowledge
information, and conversation information into a standard
format. In some implementations, the prediction system 100
generates the knowledge information and conversation
information based on raw data collected from the admin
device 130, the user devices 140, database(s) 150 and/or the
conversation model 160.

The data extractor 106 is operatively coupled to the
preprocessor 108, the query processor 110, the data synthe-
sizer 112, the answer prediction model 114, the skill pre-
diction model 116, and the remediation model 118. The data
extractor 106 may include a natural language processing
machine learning model. The data extractor 106 may be used
to analyze essays, short answer responses, queries, and other
student and user interactions with the prediction system 100.
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In such embodiments where the data extractor 106 includes
a natural language processing machine learning model, the
data extractor 106 identifies a context associated each term
from an input (e.g., user input, user input, query, etc.) from
a plurality of terms in the input. In some implementations,
the data extractor 106 includes any suitable type of machine
learning algorithm.

The data extractor 106 extracts relevant data from the
information received by the prediction system 100 (e.g., the
user information, the user information, the knowledge infor-
mation, and the conversation information). The data extrac-
tor 106 may also extract relevant data from the database 150
via the network 120. The data extractor 106 can extract
relevant data from the information regardless of the inter-
action types included in the data. Relevant data may include
interaction types such as, for example, chatbot conversa-
tions, explored content (e.g., browsing history, pages visited,
interaction history, etc.), assessments (e.g., performance on
practice problems), user profiles (e.g., name, age, education
level, associated educational entity, etc.) and the like from
the user devices 140 and/or the admin device 130. For
example, relevant data may include which study aids the
user is using, how many different study aids the user is using
at the same time, how long the user is spending with each
study aid, and so on. Relevant data may also include
assessment performance, such as whether the user is getting
questions right or wrong, how long the user is taking to
answer each question, how many words the user types for a
short answer or essay question, how often the user is
skipping questions, how often the user is changing their
answer to a question, and so on. The relevant data may
include other data related to use of the user device, such as
location of the device, login and logout times, volume
settings, keylogger information, ambient noise captured
through the microphones, video information captured from
a camera (e.g., eye contact with and away from the screen),
information captured from other sensors on the user device
140 (lidar, light, infrared, thermal, other 3D sensors, etc.),
network connectivity speed and reliability, battery percent-
age, and so on. In some implementations, the data extractor
106 stores the extracted data in the databases 150.

The preprocessor 108 receives the extracted data from the
data extractor 106 and organizes the extracted data based on
relevance for a particular application. In embodiments
where the prediction system 100 is outputting a skill pre-
diction, the preprocessor 108 may determine that certain
extracted data has more relevance than other extracted data.
For example, the preprocessor 108 may determine, either
based on instructions or based on a knowledge graph, that
geographic location, time of day, device battery life, and
data gathered from 3D sensors is irrelevant for generating
the skill prediction. The preprocessor 108 may further
determine that question performance, time per question, and
frequency of skipping questions are highly correlated to the
skill prediction and should be considered when calculating
the skill prediction. The preprocessor 108 may further
determine that eye contact, scrolling distance, and frequency
of changing answers have medium relevancy when weighed
against the other extracted data. The preprocessor 108 may
update the relevancy of the extracted data (or categories of
extracted data) as the prediction system 100 is in continued
use, lowering the relevance of some extracted data while
raising the relevance of other extracted data. The prepro-
cessor 108 may adjust these relevancy weights in response
to a relevancy model trained on a knowledge graph. As the
preprocessor 108 adjusts the relevancy weights of the
extracted data, the preprocessor 108 may create or contribute
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to a knowledge graph that is used to train other portions of
the prediction system 100, such as the data synthesizer 112,
the answer prediction model 114, the skill prediction model
116, and/or the remediation model 118.

In some implementations, the preprocessor 108 can
include a machine learning model (e.g., natural language
processing model, etc.) to generate or update the knowledge
graph. The preprocessor 108 is configured to generate a
vector representation (e.g., using a transformer, discussed
herein) of the extracted data and/or the information associ-
ated with the query on the knowledge graph. The vector
representation is used to preserve context between data on
the graph by providing similarity measures between data by
providing similarity measures between the vectors (e.g.,
cosine similarity, as discussed herein). In some implemen-
tations, the vector representations are generated based on
semantic similarities of subsets of the data regardless of the
type of data. For example, the vector representations can
indicate a stronger relevancy between two questions in a
same topic than between a question in a first topic and a
question in a second topic. In some embodiments, the vector
representations can be used to generate and/or update a
knowledge graph.

In some implementations, the knowledge graph can be
generated and/or updated using a transformer initially
trained at least partially on a corpus of general text. In some
implementations, the training of this transformer is aug-
mented based on organization specific, context specific, etc.
information. For example, augmenting the training can
include augmenting the training based on a specific topic
(e.g., science, technology, engineering, math, education,
etc.).

In some implementations, this transformer can generate
the vector representations (e.g., numerical vectors, embed-
dings, etc.) based on a plan (e.g., lesson plan). The numerical
vectors can include vectors for each unit (e.g., question,
concept, etc.) of the plan. In some implementations, the
vector for each unit can be used as input to a cosine
similarity algorithm and/or model to measure the similarity
between the vectors. In some implementations, the results of
the cosine similarity algorithm and/or model can be filtered.
For example, results of the cosine similarity algorithm
and/or model that are below an empirically derived thresh-
old can be reduced to zero, thus providing a bi-partite/
bilateral graph of relations between the vectors as well as
weights indicating the strength of relationships. This pro-
vides an indication of how a specific unit (e.g., question,
concept, etc.) is related to the remaining units and/or broader
clusters of units.

In some implementations, the results of the cosine simi-
larity algorithm and/or model can be adjacency matrices
and/or graphs (e.g., the bi-partite/bilateral graph of relations
between vectors). In some implementations, numerical vec-
tor representations can be assigned to each graph and/or
adjacency matrix to define graph embeddings. In some
implementations, such numerical vector representations can
be assigned using a separately trained machine learning
model (e.g., neural network, etc.).

In some implementations, the graph embeddings can be
used to represent each question when training the answer
prediction model 114 and/or the skill prediction model 116,
as described herein. Similarly stated, in some implementa-
tions, the graph embeddings can be used to generate and/or
update the knowledge graphs used to train the answer
prediction model 114 and/or the skill prediction model 116.
The knowledge graphs can then be used to update and/or
train the answer prediction model 114 and/or the skill
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prediction model 116, thus allowing the answer prediction
model 114 and/or the skill prediction model 116 to be trained
on information that is associated with how data (e.g., ques-
tions, concepts, etc.) is related to other data and how
performance can be extrapolated from the data relation.
Specifically, the graph embeddings contain information
about how each question is related to various concepts, and
thus also include information on how the questions and/or
concepts are related to each other. This allows the answer
prediction model 114 and/or the skill prediction model 116
to be trained to extrapolate performance on one question to
predicted performance on other questions.

The query processor 110 receives a query, interprets the
query, and transfers the interpreted query to the data syn-
thesizer 112. The query processor 110 may receive the query
from the admin device 130, a user device 140, the conver-
sation model 160, or another compute device communicably
coupled to the prediction system 100 via the network 120.
The query received by the query processor 110 may be
highly specific, providing instructions to the prediction
system 100 on which extracted data is most relevant and
how much weight to assign to certain data. A query can be
“how quickly is User X progressing in organic chemistry
since August 8, including only User X’s performance on
multiple choice quizzes that follow video tutorials.” Such a
query limits the subject matter of the data, the time frame of
when the data was collected, and is limited to a certain
question type. Other queries may be vague such that the
query processor 110 can prompt the query provider (e.g.,
user, user) to provide more information.

In some implementations, the query processor 110
receives a plain language query requesting information
about a user’s future performance on an exam (“how will
User X perform on exam Y?”) or a user’s predicted under-
standing of a subject (“how well does User X understand
concept Y?”). The query processor 110 is further configured
to interpret queries pertaining to multiple users (“how will
class X do on exam Y?”; “how well does class X understand
concept Y?”; “which user in class X will need the most
assistance in understanding concept Y?7; etc.). The query
processor 110 translates the query into instructions that are
readable by the data synthesizer 112. In some implementa-
tions, the query processor 110 may, in response to receiving
a first query, prompt the query provider (e.g., the admin
device 130, a user device 140, the conversation model 160)
for a second query to further clarify the first query. For
example, the query processor 110 may prompt the query
provider to provide a location (e.g., file location, cloud
location, internet link, etc.) to “exam Y,” or the query
processor 110 may prompt the query provider to further
clarify who “user X” is, such as when multiple users have
the same name, or where student X is not present in the
database 150 (e.g., misspellings, first time enrollment in the
prediction system 100, etc.).

In some implementations, the query processor 110
receives a plain language query requesting information
about a student’s present performance. For example, the
query processor 110 may receive a query of “how is User X
doing in math?” The query processor 110 may then prompt
the query provider to provide more information, asking
“which topic within math are you interested in?” or “how
would you like their progress presented?” The query pro-
vider may then provide a second query or click on a
presented option from an interface feature presented by the
query processor 110 to the query provider (e.g., press “as a
line graph” or “as a short summery” as an answer to “how
would you like their progress presented?”).
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The query processor 110 is configured to generate a
processed query, readable by the data synthesizer 112.
Creation of the processed query may involve receipt of
multiple queries from the query provider, presentation of
multiple clarifying prompts to the query provider, and
receipt of responses to those clarifying prompts. The con-
versation between the query processor 110 and the query
provider can be called a query event, and one or more
processed queries may be generated per query event.

The data synthesizer 112 is operatively coupled to the
processor 102. The data synthesizer 112 is configured to
receive the preprocessed data (e.g., weighted data) from the
preprocessor 108 and receive the processed query from the
query processor 110. The data synthesizer 112 condenses the
preprocessed data based on the processed query. For
example, where the processed query includes a date range,
the data synthesizer 112 can gather the preprocessed data
from within that date range and transfer the preprocessed
data to the answer prediction model 114, the skill prediction
model 116, and/or the remediation model 118. In some
embodiments, where the processed query includes a trigger
for a particular subject matter (e.g., mathematics, history,
spelling, etc.), the data synthesizer can filter the prepro-
cessed data, extract the data relevant to the subject matter in
the processed query, and provide the relevant data to the
answer prediction model 114. The data synthesizer 112 may
further interpolate the processed query to create instructions
for the answer prediction model 114.

The answer prediction model 114 is a first model config-
ured to generate a first answer to a processed query (e.g.,
processed answer query) received from the query processor
110. The answer prediction model 114 may be a large
language model (LLM), an auto regressive transformer
model, a machine learning model, a neural network model,
a generative artificial intelligence (AI) model, a reinforce-
ment learning model, a decision tree model, a random forest
model (e.g., random decision forest), and/or the like. The
answer prediction model 114 may be trained using knowl-
edge graphs, connections between subjects, contexts and
concepts, connections between behavior and academic per-
formance, and/or data from the database(s) 150, conversa-
tion model 160, admin device 130, and user device 140. In
some instances, the answer prediction model 114 is trained
using a knowledge graph, such as an answer knowledge
graph, similar to the knowledge graphs discussed herein. In
some implementations, each node of the answer knowledge
graph can be a subject, concept, question, trait, past perfor-
mance, context and/or the like and each edge in the graph
can represent a relationship between each node. In some
implementations, the shorter the edge, the closer the rela-
tionship between the nodes. Thus, the answer knowledge
graph can indicate a relationship between such subjects,
concepts, questions, traits, past performance, context and/or
the like. This helps ensure that predictions are made based
on established relationships.

Moreover, in some implementations, the answer knowl-
edge graph may include relationship data between types of
user information (e.g., user data, location, past performance,
etc.) and future performance. In some implementations, each
node of the graph can be a user trait (e.g., physical location,
hobbies and interests, years of education, parent’s education
level) and an academic subject, and each edge of the graph
can represent a relationship between each node (e.g., users
who play ice hockey may generally perform better in science
subjects but perform worse in language courses).

In some instances, the answer knowledge graph includes
relationship data between different subjects (e.g., users who
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perform well in mathematics may perform well in computer
science courses, but perform below average in history
classes.). In some instances, the knowledge graph includes
relationship data between individual questions, where each
node is a particular question, and each edge of the graph is
the relationship of that question to other questions (e.g.,
users who answer question A correctly are 40% likely to
answer question B correctly, 53% likely to answer question
C correctly, and 90% likely to answer question D correctly).

The answer prediction model 114 receives the processed
query and the filtered preprocessed data from the data
synthesizer 112. The answer prediction model 114 then
generates a first answer prediction based on the filtered
preprocessed data according to the processed query. In
instances where the processed query received by the query
processor 110 is a request for a first user’s predicted answer
to a first question, the answer prediction model 114 gener-
ates and/or identifies a first answer prediction based on the
synthesized data received from the data synthesizer 112. In
some implementations, the answer prediction model 114 is
configured to generate and/or identify a first question on
(e.g., relating to) a first subject and then generate a first
answer prediction to the first generated question. In some
implementations, the answer prediction model 114 generates
a first answer prediction for a question pulled from a
question bank or provided to the prediction system 100 via
the network 120.

In some implementations, the answer prediction model
114 includes a transformer. In some implementations, the
transformer can be an auto regressive transformer model.
The transformer, as described above, is configured to receive
data (e.g., previous answers, a query, target question, etc.)
from the data synthesizer 112 and generate an answer
prediction for one or more question (e.g., target question,
etc.). In some embodiments, the output of the transformer is
a probability of a user answering the target question desir-
ably. In some embodiments, the transformer can receive the
vector representations generated by the preprocessor 108 to
generate the answer prediction. For example, the vector
representations can be used to further train the transformer
(e.g., as part of a knowledge graph, discussed herein). The
vector representations improve the transformer outcome by
providing greater context between the data and the target
question.

In some implementations, the transformer is trained on
the knowledge graph. In some implementations, the trans-
former can be retrained or updated based on changes and/or
updates to the knowledge graph. In some implementations,
the transformer can be retrained automatically based on the
knowledge graph being updated. The first answer prediction
may be binary, non-binary, quantitative, qualitative, and/or
explanatory. In instances where the first answer prediction is
a binary answer prediction, the answer prediction model 114
can predict whether the first user will get the first question
“right” or “wrong.” Example questions where a binary
answer prediction may be applicable are for true/false ques-
tions, multiple choice questions, short answer questions,
numeric response questions, matching questions, and fill-
in-the-blank questions.

In instances where the first answer prediction is a non-
binary answer prediction, the answer prediction model 114
can predict which answer the user is likely to choose for
questions with a finite number of answer choices. In some
embodiments, the answer prediction model 114 can assign a
likelihood (e.g., percentage) that that the first user will select
each of the answer choices. Example questions where a
non-binary answer prediction may be applicable include
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multiple choice questions, true/false questions, fill-in-the-
blank questions, and matching questions. The non-binary
answer prediction may be based on the user information, the
user information, the knowledge information, and the con-
versation information.

In instances where the first answer prediction is a quan-
titative answer prediction, the answer prediction model 114
can predict a numerical answer at which the user is likely to
arrive. For example, where the first question is “calculate the
capacitance of capacitor A in the provided circuit diagram,”
the answer prediction model 114 can determine the most
probable numerical answer that the first user will arrive at.
For example, if the user typically forgets to include power
loss through the wires in her calculations, then the answer
prediction model 114 can predict the numerical answer that
omits power loss from the equation.

In instances where the first answer prediction is a quali-
tative answer prediction, the answer prediction model 114
can predict a likely non-numerical answer response from the
first user to the first question. Example questions where a
qualitative answer prediction may be applicable include
essay questions, short response questions, fill-in-the-blank
questions, and audio response questions. The qualitative
answer prediction may be provided for questions where
there is no finite or limited amount of answer choices.

In some implementations, an explanatory answer predic-
tion is associated with any one of the binary, non-binary,
quantitative, and qualitative answer predictions. The
explanatory answer prediction includes an explanation from
the answer prediction model 114 of why the answer predic-
tion model 114 predicted what it predicted. For example, the
first question may be “what is the capital of New York?”
including four answer options, one of which being Albany.
The answer prediction model 114 may predict that the first
user will get the answer wrong (binary), that the user will
pick “Buffalo” instead of Albany (non-binary), and/or that
the first user has a 13% chance of picking Albany (quanti-
tative). The answer prediction model 114 may then provide
an explanatory answer prediction for why the answer pre-
diction model 114 believes the first user will answer the first
question incorrectly. The answer prediction model 114 may
consider the user information in arriving at the first answer
prediction. For example, for geography questions, the
answer prediction model 114 may determine that a greater
distance between the location of the first user and the subject
of the first question leads to a decrease in answering geog-
raphy questions correctly. Thus, an explanatory answer
prediction may recite “First User has a 13% chance of
choosing Albany since First User lives in Utah and First
User has not been presented with educational materials
related to the capital of New York.” Likewise, where the first
user is from New York, the answer prediction model 114
may estimate a higher probability of getting the first ques-
tion right, based on information from the database 150 that
suggests that users who live in a state generally know the
capital of that state.

The first answer prediction and the accompanying
explanatory answer prediction are stored in the memory 104
and used to further train the answer prediction model 114
and the skill prediction model 116. In some embodiments,
the first answer prediction and the accompanying explana-
tory prediction are stored in the database 150. In some
embodiments, the admin U1 of the admin device 130 may
provide an initial accuracy report for the first answer pre-
diction and the accompanying explanatory answer predic-
tion, indicating a belief that the first answer prediction
and/or the accompanying explanatory answer prediction are
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accurate or inaccurate. For example, where the admin Ul
knows that the user has been spending time learning about
state capitals through learning methods outside of use of the
user device 140, the admin U1 may rank the accuracy of the
first answer prediction as low and optionally prevent the first
answer prediction from being stored and/or being added to
aknowledge tree and/or being used to train a model (e.g., the
answer prediction model 114, the skill prediction model 116,
etc.). In some embodiments, the first answer prediction and
the explanatory answer prediction are stored and not used
for training either of the answer prediction model 114 or the
skill prediction model 116.

In some embodiments, the first answer prediction is stored
and checked at a later time for accuracy, such as after the
user is presented with the first question for the first time.
After the first answer prediction has been verified against an
actual performance by the user, the data extractor 106 can
provide that data to the preprocessor 108 for the purposes of
adding to a knowledge graph, updating a knowledge graph,
retraining and/or training the knowledge graph (as discussed
herein) and pre-training and/or fitting the updated knowl-
edge graph to one of or both of the answer prediction model
114 and the skill prediction model 116. In some implemen-
tations, the data can be used to retrain the answer prediction
model 114 and/or the skill prediction model 116.

The skill prediction model 116 is a second model config-
ured to generate a second answer to a processed query (e.g.,
processed skill query) received from the query processor
110. The skill prediction model 114 may be a large language
model (LLM), a machine learning model, a neural network
model, a generative artificial intelligence (AI) model, a
reinforcement learning model, a decision tree model, a
random forest model (e.g., random decision forest), and/or
the like. The skill prediction model 114 may be trained using
knowledge graphs, connections between subjects and con-
cepts, connections between behavior and academic perfor-
mance, and data from the database 150, conversation model
160, admin device 130, and user device 140. In some
instances, the skill prediction model 116 is trained using a
knowledge graph, such as a skill knowledge graph, similar
to the knowledge graphs discussed herein. In some
instances, the skill knowledge graph includes relationship
data between different subjects and/or concepts (e.g., users
who perform well in mathematics may perform well in
computer science courses, but perform below average in
history classes). In some instances, the skill knowledge
graph includes relationship data between individual ques-
tions, where each node is a particular question, and each
edge of the graph is the relationship of that question to other
questions (e.g., users who answer question A correctly are
40% likely to answer question B correctly, 53% likely to
answer question C correctly, and 90% likely to answer
question D correctly).

The skill prediction model 116 can receive the processed
query from the query processor 110, the filtered prepro-
cessed data from the data synthesizer 112, and the first
answer prediction from the answer prediction model 114.
Based on the processed query, the filtered preprocessed data,
and the first answer prediction, the skill prediction model
116 generates a first skill prediction (e.g., the second
answer). In some implementations, the first answer predic-
tion generated by the answer prediction model 114 is stored,
such as in the database(s) 150, and then later included in the
filtered preprocessed data provided to the skill prediction
model 116 in response to a query received by the query
processor 110. In some implementations, the skill prediction
model 116 synthesizes multiple answer predictions from the
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answer prediction model 114 into a single skill prediction. In
some instances, the answer predictions and skill prediction
are associated with an overall strategy for the first user, such
as a progress report, learning plan, remedial learning plan,
engagement plan, and/or the like.

In some implementations, the skill prediction model 116
is continuously, sporadically and/or periodically trained
during operation of the prediction system 100. For example,
the skill prediction model 116 may receive feedback asso-
ciated with a first skill prediction, such as a future perfor-
mance by a first user associated with the skill prediction. In
other words, the skill prediction model 116 may predict User
X’s competency for the subject “unit circles” before User X
has begun her unit on unit circles. User X’s skill prediction
may include both a “current skill prediction” (how well she
understands the material right now), and a “projected skill
prediction” (estimating her ability to learn the material
throughout the unit and a final competency score). At the end
of the unit, after User X has completed her learning on the
user device 130, the skill prediction model 116 can compare
the “projected skill prediction” to User X’s actual perfor-
mance and retrain the skill prediction model 116 based on
the delta between User X’s actual performance and User X’s
“projected skill prediction.

The remediation model 118 is a third model configured to
generate a third answer to a processed query (e.g., processed
skill query) received from the query processor 110. The
remediation model 116 may be a large language model
(LLM), a machine learning model, a neural network model,
a generative artificial intelligence (AI) model, a reinforce-
ment learning model, a decision tree model, a random forest
model (e.g., random decision forest), and/or the like. The
remediation model 116 may be trained using knowledge
graphs, connections between subjects and concepts, connec-
tions between behavior and academic performance, and data
from the database(s) 150, conversation model 160, admin
device 130, and user device 140. In some instances, the
remediation model 118 is trained using a knowledge graph,
such as a remediation knowledge graph, similar to the
knowledge graphs described herein. In some instances, the
remediation knowledge graph includes relationship data
between behavior (e.g., reading an article, clicking on a link,
watching a video, etc.), different subjects (e.g., math, sci-
ence), and academic performance. For example, the reme-
diation knowledge graph may indicate that users perform
better on multiple choice questions related to American
history after watching a video on a subject rather than
reading an excerpt from a textbook. The remediation knowl-
edge graph may also show a relationship between time spent
studying (e.g., interacting with a user device 140) and
performance, indicating that after so many(e.g., too many)
hours, the benefits of studying decrease. In other words, the
edge of the remediation knowledge graph may connect
nodes based on the “sweet spot” for time spent studying
(e.g., users who watch math tutorial videos can improve
their understanding of the American Constitution by com-
pleting 35 practice problem in between 1-2 hours).

The remediation model 118 can receive the processed
query from the query processor 110, the filtered prepro-
cessed data from the data synthesizer 112, the first answer
prediction from the answer prediction model 114, and the
skill prediction from the skill prediction model 116. Based
on the processed query, the filtered preprocessed data, the
first answer prediction, and the first skill prediction, the
remediation model 118 generates a first action plan (e.g.,
user action plan, user action plan, next steps, etc.) for either
the admin U1 or the user based on one of or both of the first
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answer prediction and the first skill prediction. For example,
the action plan can include suggested readings, videos, audio
recordings, tutorials, practice questions, practice exams,
studying schedule, tutors, tutoring schedule, and the like. In
some embodiments, such as where the user information
includes login times, location information, and ambient
noise data, the remediation model 118 can generate an action
plan including a sleep schedule, study schedule, suggested
study locations, information on those suggested study loca-
tions (e.g., hours of operation, average noise levels, internet
connection speeds, accessibility, etc.), tutors in the area, and
environmental recommendations (e.g., “User A studies best
in environments with moderate noise levels, such as coffee
shops and building lobbies.”).

The action plan generated by the remediation model 118
can consider efficiency, cost, time, effort, likelihood of
success, and so on. The remediation model 118 can generate
individual user action plans, individual user action plans,
and organizational action plans that consider the effects that
the action plan will have on each user, user, and/or the
organization. For example, upon determining that a user is
grasping concepts at a pace much quicker than the other
users, the remediation model 118 may determine that the
user U should be removed from the rest of the users and
moved to a different class (e.g., a more advanced class, a
class focusing on a different topic). This way, the remedia-
tion model 118 can consider the effects of a gifted or
advanced user on the other users, the user, and/or the
organization. By removing the advanced user from the rest
of the users, the remediation model 118 may be balancing
the user’s attention and focus, the moral of the class, and the
interests of the advanced user. Based on the knowledge
graph formed by the collection of data from the data
extractor 106, the remediation model 118 may determine
that an advanced user cannot be given the attention she
needs in a class where most of the users are learning at a
slower pace, and thus monopolizing the user’s time and
attention.

The action plan (e.g., user action plan, user action plan,
organization action plan) can be based on the strengths of the
admin Ul, an availability of the admin U1, a location of a
admin Ul, relationships of the admin U1, strengths of the
user, an availability of the user, a location of the user,
relationships of the user, the financial means of the user,
strengths of the organization, a location of the organization,
and/or the resources available to the organization.

In some implementations, the remediation model 118
receives triggers indicating a change in the user information
(e.g., location, age, competence, etc.), a change in user
information (e.g., obtaining a degree or certificate, avail-
ability, location, etc.), a change in knowledge information
(e.g., research suggesting that user performance in one
subject matter correlates to a certain level of competency in
a second subject matter, where this correlation was not
previously known to the prediction system 100, etc.), and/or
a change in conversation information (additional conversa-
tions with the conversation model 160, etc.). Such triggers
can be used to retrain the answer prediction model 114,
retrain the skill prediction model 116, and retrain the reme-
diation model 118. In some embodiments, the triggers can be
used to update the knowledge graph.

In some embodiments, the remediation model 118 pro-
vides a list of tasks and/or a schedule the users U or the
admin U1 should complete. For another example, the action
plan can be a plan indicating a percentage of time and/or
effort each of the users U or admin Ul should spend on
certain activities and/or focus areas. For example, a user
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action plan can instruct a user to spend 50% of their time
and/or effort on a first focus area, 20% of their time and/or
effort on a second focus area, 20% of their time and/or effort
on a third focus area, and 30% of their time and/or effort on
a fourth focus area. In some implementations, for example,
the remediation model 118 uses descriptions and/or labels
associated with individual activities, events, and/or other
allocations of resources and then maps each allocation to a
corresponding focus area. In some implementations, a focus
area can, for example, correspond to practice exams, dedi-
cated time interacting with a virtual tutor, video tutorials,
and the like.

After the remediation model 118 provides an action plan,
monitoring compliance with the action plan and collecting
interaction data related to the action plan may be a task
delegated to a separate system within the prediction system
100 or external to the prediction system 100. When the
action plan is followed, the prediction system 100 can track
whether there is measurable improvement in performance
and use that data to further train the models (the answer
prediction model 114, the skill prediction model 116, and the
remediation model 118). In some instances, the prediction
system 100 continuously, sporadically and/or periodically
updates the action plan in response to detecting that the
action plan is being followed, but that there is no measurable
improvement. For example, the prediction system 100 may
determine that the user U or the admin Ul is spending a
sufficient amount of time on the material, but that the user
U/admin U1 is still struggling. In such an instance, the
remediation model 118 may be retrained and update the
action plan to adjust the types of materials that the user
U/admin U1 is spending time on. For example, the predic-
tion system 100 may detect that the user U is spending a lot
of time on video tutorials without making much progress.
Thus, the remediation model 118 may update the action plan
to suggest more individualized tutoring, more time interact-
ing with the conversation model 160, and/or more time
reading materials instead of watching videos.

Where the action plan is generated for a admin U1 who is
a teacher, professor, tutor, or the like, the action plan can
include suggestions for what to teach to better prepare the
class or a user U for an upcoming exam or to help the
class/user U better understand a concept in which it’he is
struggling. For example, if the admin U1 has been instruct-
ing the class by pushing practice problems to the user
devices 140, the action plan may recommend that the admin
Ul instead spend individual time with Users L, M, and P, as
they are struggling the most, while allowing the remainder
of the class to watch certain videos or complete self-guided
tutorials. In some instances, the action plan may recommend
that the class be split in two or more groups based on how
fast the users U are grasping the concepts.

Turning now to FIG. 2, a method 200 of generating a skill
prediction by the prediction system 100 of FIG. 1 is shown,
according to an example embodiment.

At 205, the prediction system 100 (e.g., the processor
102) receives a request for a first skill prediction. The
request may be in the form of a query received by query
processor 110 and provided, as a processed query, to the skill
prediction model 116. The processed query includes a
request for a first skill prediction. The request may be
received as a query from one of the admin device 130, the
user devices 140, the conversation model 160, or a separate
computing device in communication with the prediction
system 100 via the network 120. The query is interpreted by
the query processor 110, which translates the query into
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instructions that are executable by the answer prediction
model 114, the skill prediction model 116, and the remedia-
tion model 118.

For example, the query may be a plain language query,
such as “how well is User X likely to perform in music
theory?” or “how well is class X going to do in music
theory?” In both instances, the query is a request for a skill
prediction, estimating User X’s or class X’s competence in
a particular subject matter without concern for how well
User X or class X does on any particular exam or question.

At 210, the query processor 110 (executed by processor
102) determines a subject matter and a difficulty associated
with the query. For example, where the query is “how well
is User X likely to perform in music theory?” the query
processor 110 can determine that the relevant subject matter
is “music theory.” Determining the difficulty of the subject
matter associated with the query may depend on the user
information (e.g., User X’s age, previous music experience,
year in school, etc.) and/or the user information (e.g., the
query provider’s curriculum from past years, etc.).

Where the query processor 110 is unable to determine the
difficulty level with reasonable certainty, the query processor
110 may prompt the query provider to provide clarifying
information, such as “in what music theory class is User X
enrolled?”

At 215, after the query processor 110 determines the
subject matter and the difficulty associated with the query,
the query processor 110 transmits the processed query to the
answer prediction model 114, the skill prediction model 116,
the remediation model 118, or any combination thereof.

At 220, the answer prediction model 114 (executed by
processor 102) generates a sample question related to the
query. For example, if the query is “how well is User X
likely to perform in music theory?” the answer prediction
model 114 generates and/or identifies a question of the
relevant difficulty related to music theory. The sample
question may be a true/false question, multiple choice ques-
tion, short answer question, composition question, numeric
response question, matching question, fill-in-the-blank ques-
tion, essay question, and/or any other question used for
purposes of assessing user performance in an academic
subject. For example, a fill-in-the-blank question may be “A
is a three-note pattern that fills the duration of a typical
two-note pattern.” In some instances, the answer prediction
model 114 generates multiple (e.g., tens, hundreds, thou-
sands) of sample questions. In some implementations, the
answer prediction model 114 retrieves sample questions
from a question bank.

At 225, the answer prediction model 114 predicts a user
performance on the sample question. In the present example,
the answer prediction model 114 can predict whether User X
will answer the sample question correctly, thus generating a
first answer prediction. The first answer prediction for User
X may be binary, non-binary, qualitative, quantitative, and/
or explanatory depending on the query and/or the sample
question. The first answer prediction can be based on the
user information, the user information, the knowledge infor-
mation, and/or the conversation information. For example,
the user information may show that while User X has never
taken a music theory class, User X is a pianist and is very
likely to know the answer to the sample question.

In instances where the first answer prediction is non-
binary and qualitative, the answer prediction model 114 may
determine that User X is 83% likely to answer “triplet,” 10%
likely to answer “thruple,” and 7% likely to answer with a
different, incorrect answer. In some instances, the first
answer prediction is binary, and the answer prediction model
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114 indicates User X will answer this question correctly. In
some instances, the answer prediction model 116 will assign
a difficulty rating to the sample question and include that
difficulty rating with the answer prediction, such as in an
explanatory prediction that accompanies the answer predic-
tion.

In some implementations, the answer prediction model
114 generates an answer prediction for multiple sample
questions and, at 230, provides the answer predictions to the
skill prediction model 116.

At 235, the skill prediction model 116 (executed by
processor 102) generates a skill prediction based on the
answer prediction received from the answer prediction
model 114. In some implementations, such as when the
answer prediction model 114 generates multiple answer
predictions, the skill prediction model 116 runs simulations
on the answer predictions to generate the skill prediction.
For example, the answer prediction model 114 can generate
1000 answer predictions, each including an accuracy prob-
ability (e.g., likelihood that User X got the question correct)
and a difficulty rating (e.g., how difficult is this question,
either compared to the other questions or compared to the
entire subject matter). With those answer predictions, the
skill prediction model 116 can run multiple (e.g., tens of,
hundreds of, thousands of, etc.) simulations to simulate how
User X’s likely performance on an exam with 1000 question
and User X’s likely grasp of the concept.

In some implementations, the skill prediction model 116
may use item response theory (IRT) to establish a skill
prediction. While IRT herein is described in reference to
processing questions, IRT can be used for any type of
interaction type (e.g., data type) that can be indicative of the
performance of a user. In some implementations, IRT can
include one or more machine learning models to execute
different portions of IRT, as described herein. Unlike other
testing alternatives, TRT is based on the difficulty of each
question in measuring a user’s understanding of a topic
based on exam questions. For example, the difficulty can be
defined, using a machine learning model, based on a relative
complexity score. The skill prediction model 116 can deter-
mine the relative complexity score based on a percentage of
unique question attempts answered correctly. For example,
the relative complexity score can include values from -3 to
3. For example, the relative complexity score can corre-
spond to difficulties such as very easy, easy, medium,
difficult, and very difficult.

IRT is also based on a pseudoguessing parameter, which
is the “guessability” of each question, or the probability that
someone with little to no understanding of a topic will still
get the question correct. For example, the pseudoguessing
parameter can be determined by a machine learning model
as a weighted value that indicates how likely a user may
answer a question correctly just based on luck. For example,
a four-answer multiple choice questions may have a
pseudoguessing parameter of 0.25, a true-false questions
may have a pseudoguessing parameter of 0.5, and a short-
answer question may have a pseudoguessing parameter of
about 0, where the higher number indicates a larger prob-
ability that a user may answer the question correctly.

The TRT is also based on an item discrimination index.
The item discrimination index is a value defined by a
machine learning model that indicates the extent to which
success on a question corresponds to and/or predicts success
on a larger set of questions, such as an exam, test, problem
set, etc. The item discrimination index can include a positive
index that indicates that data (e.g., question, etc.) is produc-
tive or a negative index that indicates that the data under-
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mines success. For example, the item discrimination index
can be based on data from a plurality of users and how
frequently users with higher relative knowledge interact
with data. If higher relative knowledge users frequently
interact with data successfully, that data may be assigned a
positive index. In some implementations, the item discrimi-
nation index can be computed from user groups including
substantially equal number of high relative knowledge users
and low relative knowledge users. In some implementations,
the item discrimination index can be computed using point-
biserial correlation coefficients to estimate the discrimina-
tion value of a question. The discrimination value can be a
positive or negative value that indicates how productive the
discrimination index is. In some implementations, if the item
discrimination index is determined to be negative or within
a predefined range of zero for a subset of data, the subset of
data can be stored separately for review. In some implemen-
tations, the subset of data can be reviewed by a subject
matter expert.

In some implementations, the skill prediction model 116
is configured to run multiple IRT simulations for User X
based on the answer predictions provided by the answer
prediction model 114. Relevant in an IRT simulation is that
each question is a dependent event, meaning that question 2
is influenced by whether question 1 is answered correctly,
question 3 is influenced by whether question 2 is answered
correctly, and so on.

As an illustrative example, suppose the answer prediction
model 114 generates and predicts the performance to 1000
questions, where question 1 has the lowest difficulty and
question 1000 has the highest difficulty rating. In a first
testing simulation run by the skill prediction model 116, the
skill prediction model 116 starts with question 500, which,
according to the answer prediction model 114, User X has a
75% chance of answering correctly. Accordingly, a correct
response to this first question (question 500) means that the
second question will be more difficult (>500), and an incor-
rect response to this first question means that the second
question presented will be less difficult (<500).

If the skill prediction model 116 runs 100 simulations, 75
of those simulations will include User X getting the first
question correct and moving onto a more difficult question.
The answer prediction model 114 indicates that User X has
only a 50% chance of getting this, second more difficult
question (say, question 632) correct. Of the simulations that
start with a correct answer to question 500 and present next
question 623, the skill prediction model 116 will simulate
that User X gets this question wrong half the time, meaning
that the third question will be less difficult than question 623.

In some implementations, not all simulations will start on
question 500, and not all simulations that start on question
500 will then simulate question 623 as the second question.
As can be appreciated, IRT is computationally efficient, as a
skill prediction can be formed without having to simulate
User X’s performance to every question. In such instances,
the answer prediction model 114 can have hundreds of
thousands of answer predictions and the skill prediction
model 116 can generate a skill prediction for thousands of
users.

In some implementations, the answer prediction model
114 and the skill prediction model 116 work simultaneously
and/or in concert to generate a skill prediction for User X.
It can be computationally burdensome for the answer pre-
diction model 114 to generate 1000 unique questions on a
subject and then predict User X’s response to each of those
1000 questions. In some embodiments, the answer predic-
tion model 114 generates each question after generating

10

15

20

25

30

35

40

45

50

55

60

65

24

User X’s answer prediction to that answer, then generates
the second question based on the skill prediction model 116
and the answer prediction to the first question. Where the
answer prediction model 114 predicts User X will answer
the first question incorrectly, the answer prediction model
114 can generate a second question easier than the first
question and then generate an answer prediction to this
second question. In some instances, the difficulty of this
second question can be determined based on the user infor-
mation, the user information, the knowledge information,
and the conversation information. Where the answer predic-
tion is non-binary, qualitative, or quantitative, the answer
prediction can be used to prompt the answer prediction
model 114 to generate a more sophisticated question of a
more specific difficulty (if User X was predicted to get the
first question wrong, the second question generated and
prediction may be different depending on whether User X
had a 25% chance of getting question 1 wrong, a 26%
chance of getting question 1 wrong, or an 80% chance of
getting question 1 wrong).

In this way, the answer prediction model 114 does not
have to complete the computationally intensive task of
creating a “bank” of questions each time a skill prediction is
requested. Instead, generating each question after predicting
the response to the previous question simulates an exam
taken from a question bank filled with a theoretical infinite
amount of questions. Further, in some implementations,
since sample questions are generated at the time of the
request, the skill prediction is not based on answers to
obsolete questions, as can be the case with IRT systems
based on an unchanging question bank.

In some implementations, the answer prediction model
114 has access to a question bank or future exam. For
example, in instances where the query is “how will User X
perform on exam Y?” the answer prediction model 114 can
predict the user’s answers to these questions, the answer
prediction model 114 can assign a difficulty to each question,
and the skill prediction model 116 can generate a skill
prediction based on the answer prediction and the question
difficulty. Where the exam is relatively short, or the order of
the questions is pre-determined, the skill prediction model
116 may simulate every test scenario. Where the exam is
longer, or the order of the questions has not been determined,
the skill prediction model 116 may simulate the exam using
IRT or a similar theory. Notably, sixteen true/false questions
can be organized in over 20 trillion different ways, and the
same exam can be answered in twice as many ways. It may
be computationally impractical for the skill prediction model
116 to simulate every possible outcome, especially where
the answer to each question informs the probability of
getting the next question correct.

Returning to FIG. 2, at 240, the prediction system 100
presents the skill prediction. The skill prediction may be
presented on the admin device 130, one or all of the user
devices 140, a remote device in communication with the
prediction system 100 via the network 120, or stored in the
databases 150. The skill prediction may be presented as a
value on a scale, such as “62/100,” or as a percentile (62”7
percentile). In some embodiments, such as where a class of
users receives a skill prediction, the prediction system 100
can present a distribution of users presented on a grid in
comparison to one another. The distribution can be one-
dimensional (e.g., each student receives a class rank), or the
distribution can presented be on a two-dimensional plot
(e.g., comparing each user’s present skill prediction with an
estimate of that user’s growth potential).
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Referring now to FIG. 3, a method 300 of generating an
answer prediction is shown, according to an example
embodiment. At 305, a representation associated with a
behavior of one or more users in created. In some instances,
the representation is created by the processor 102 of FIG. 1.
In some instances, the representation is provided to the
prediction system 100 by a compute device separate from
the prediction system 100. In some instances, the represen-
tation is a knowledge graph, such as the answer knowledge
graph. The answer knowledge graph can be generated, at
least in part, by a machine learning model and/or a large
language model. In some implementations, the answer
knowledge graph can at least partially be curated by an
expert.

At 310, the answer prediction model 114 is pre-trained
with the representation. In some instances, the processor 102
pre-trains the answer prediction model 114 with the answer
knowledge graph. In some implementations, the answer
prediction model 113 is pre-trained with various represen-
tations, where one of the representations is the answer
knowledge graph.

At 315, the prediction system 100 receives a query
requesting an answer prediction. In some instances, the
query is provided by a device external to the prediction
system 100, such as the admin device 130, one of the user
devices 140, the conversation model 160, and/or a compute
device external to the prediction system 100 and in com-
munication with the prediction system 100 via the network
120. In some instances, the query is received from the skill
prediction model 116 or the remediation model 118. In some
instances, the query processor 110 receives the query before
processing the query and providing the processed query to
the answer prediction model 114.

At 320, the answer prediction model 114 generates an
answer prediction. The answer prediction may be binary,
non-binary, quantitative, qualitative, explanatory, or any
combination thereof. In some instances, the answer predic-
tion model 114 generates one or more answer predictions. In
some instances, the answer prediction model 114 generates
the answer prediction for a question provided to the answer
prediction model 114 from the admin device 130, such as
from a future exam, a test bank, and/or the like. In some
implementations, the answer prediction model 114 generates
a question and provides an answer prediction for the gen-
erated question.

At 325, the answer prediction is stored. The answer
prediction may be stored in the databases 150 and/or the
memory 104 shown in FIG. 1. The answer prediction may be
stored along with metadata describing the answer prediction,
such as when the answer prediction was requested, for which
user the answer prediction was requested, and from which
device the answer prediction was requested.

At 330, the answer prediction is presented. The answer
prediction may be presented to the same device that pro-
vided the query. In some instances, the answer prediction is
presented to a device separate from the device that provided
the query. For example, if one of the user devices 140
requested an answer prediction, the answer prediction may
be presented to the admin Ul via the admin device 130
and/or to the user U via a user device 140.

At 335, the answer prediction is used to retrain the answer
prediction model 114, the skill prediction model 116, and/or
the remediation model 118. In some embodiments, the
answer prediction is first used to update the answer knowl-
edge graph, the skill knowledge graph, and/or the remedia-
tion knowledge graph before being used to retrain the
associated model. In some instances, such as for security
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purposes, the metadata associated with the answer predic-
tion is deleted after the answer prediction has been incor-
porated into a knowledge graph and/or used to retrain a
model. Moreover, the user’s actual answer and how that
corresponds to the associated prediction can be used to
retrain the answer prediction model 114, the skill prediction
model 116, and/or the remediation model 118.

FIG. 4 shows a method of generating an action plan,
according to an example embodiment. At 405, a represen-
tation associated with a behavior of one or more users is
created and/or defined. In some instances, the representation
is created and/or defined by the processor 102. In some
instances, the representation is provided to the prediction
system 100 by a compute device separate from the predic-
tion system 100. In some instances, the representation is a
knowledge graph, such as the remediation knowledge graph.
The remediation knowledge graph can be generated, at least
in part, by a machine learning model and/or a large language
model. In some implementations, the remediation knowl-
edge graph can at least partially be curated by an expert.

At 410, the remediation model 118 is pre-trained with the
representation. In some instances, the processor 102 pre-
trains the remediation model 118 with the remediation
knowledge graph. In some implementations, the remediation
model 118 is pre-trained with various representations, where
one of the representations is the remediation knowledge
graph.

At 415, the prediction system 100 receives a query
requesting an action plan. In some instances, the query is
provided by a device external to the prediction system 100,
such as the admin device 130, one of the user devices 140,
the conversation model 160, or a compute device external to
the prediction system 100 and in communication with the
prediction system 100 via the network 120. In some
instances, the query is received from the skill prediction
model 116 or the answer prediction model 114. In some
instances, the query processor 110 receives the query before
processing the query and providing the processed query to
the remediation model 118.

At 420, the remediation model 118 generates an action
plan. In some instances, the remediation model 118 gener-
ates two or more action plans, such as one action plan for the
user associated with the user device 140 and one action plan
for the admin Ul of the user device 130.

At 425, the action plan is stored. The action plan may be
stored in the databases 150 and/or the memory 104. The
action plan may be stored along with metadata describing
the action plan, such as when the action plan was requested,
for which user and/or admin Ul the action plan was
requested, and from which device the action plan was
requested.

At 430, the action plan is presented. The action plan may
be presented to the same device that provided the query. In
some instances, the action plan is presented to a device
separate from the device that provided the query. For
example, if one of the user devices 140 requested an action
plan, the action plan may be presented to the admin U1 via
the admin device 130 and/or to the user U via a user device
140.

At 435, the prediction system 100 monitors compliance
with the action plan. For example, as the user associated
with one of the user devices 140 follows the action plan
(e.g., interacts with conversation model 160, takes additional
tests and/or quizzes, performs additional assignments,
researches additional topics, etc.), the prediction system 100
can monitor how well the user is following the action plan
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and whether the action plan is improving user performance
and understanding in the desired subject matter.

At 440, the action plan and data related to the compliance
and success of the action plan are used to retrain one of the
answer prediction model 114, the skill prediction model 116,
and/or the remediation model 118. In some embodiments,
the action plan is first used to update the answer knowledge
graph, the skill knowledge graph, and/or the remediation
knowledge graph before being used to retrain the associated
model. In some instances, such as for security purposes, the
metadata associated with the action plan is deleted after the
action plan has been incorporated into a knowledge graph
and/or used to retrain a model.

FIG. 5 shows a block diagram of a system 50 for
processing data to predict a user’s future performance and
future skill level, according to an embodiment. The system
50 includes a prediction system 500, an admin device (e.g.,
primary compute device, hub, superior device, first compute
device) 530, user devices (e.g., secondary compute device
(s), node(s), etc.) 540, databases 550 and a conversation
model 560. In some embodiments, the system 50 is associ-
ated with an entity (commercial entity, educational entity,
etc.), including and/or associated with admin Ul and/or
users U. In some embodiments, the prediction system 500,
the admin device 530, the user devices 540, the databases
550, and the conversation model 560 can be structurally
and/or functionally the same or similar to the prediction
system 100, the admin device 130, the user devices 140, the
databases 150, and the conversation model 160 as described
above with reference to FIGS. 1-4. Thus, certain aspects of
the prediction system 500, the admin device 530, the user
devices 540, the databases 550, and the conversation model
560 are not described in greater detail herein.

The prediction system 500 includes a data extractor 506,
a preprocessor 508, a query processor 510, a data synthe-
sizer 512, an answer prediction model 514, a skill prediction
model 516, and a remediation model 518. In some embodi-
ments, the data extractor 506, the preprocessor 508, the
query processor 510, the data synthesizer 512, the answer
prediction model 514, the skill prediction model 516, and
the remediation model 518 are structurally and/or function-
ally similar to the data extractor 106, the preprocessor 108,
the query processor 110, the data synthesizer 112, the answer
prediction model 114, the skill prediction model 116, and the
remediation model 118 as described above with reference to
FIGS. 1-4. Thus, certain aspects of the data extractor 506,
the preprocessor 508, the query processor 510, the data
synthesizer 512, the answer prediction model 514, the skill
prediction model 516, and the remediation model 518 are
not described in greater detail herein.

In some implementations, the conversation model 560 is
provided on an intranet accessible to the user devices 540
and not to compute devices external to the system 50. As the
user devices 540 interact with (e.g, converse with, ask
questions to, seek help from) the conversation model 560,
those interactions are stored in the databases 550. The data
extractor 506 then extracts the relevant data from those
conversation model interactions. Interactions with the con-
versation model 560 may be used to update knowledge
graphs (e.g., the answer knowledge graph, the skill knowl-
edge graph, the remediation knowledge graph), train the
models (e.g., the answer prediction model 514, the skill
prediction model 516, the remediation model 518), generate
a prediction (e.g., answer prediction, skill prediction), and
generate an action plan.

Isolating the conversation model 560 within an intranet
can increase security and the integrity of the models of the
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prediction system 500 by preventing external interactions
with the conversation model 560, such as from an external
compute device coupled via a network, from adding data to
the databases 550.

The admin device 530 is in communication with each of
the answer prediction model 514, the skill prediction model
516, and the remediation model 518. Such a configuration
may be desirable where the answer prediction, the skill
prediction, and the action plan are highly confidential and
cybersecurity is a consideration. In some embodiments, a
second admin device can be communicatively coupled to the
prediction system 500 selectively such that the second
admin device can receive an answer prediction from the
answer prediction model 514, but would not be able to
receive a skill prediction from the skill prediction model 516
or an action plan from the remediation model 518.

In some implementations, the user devices 540 are selec-
tively communicatively coupled to the prediction system
500 such that the user devices 540 are prevented from
receiving information, such as an answer prediction, a skill
prediction, or an action plan, directly from the prediction
system 500. In such implementations, the user devices 540
are configured to send information to the prediction system
500 through the databases 550 and the data extractor 506.

FIG. 6 shows an answer prediction presented on an output
device, according to an embodiment. The answer prediction
may be presented on a display 602 and overlayed on other
information also present on the display 602. The answer
prediction may be presented in a pop-up window 600 that
includes a question 604, possible answers 606, a student
608, and an answer prediction 610. For example, the pop-up
window 600 shows that DG, one of the students 608, is
predicted to miss the sample question 604. In some
instances, such as when an answer prediction is requested
for a class of students, the students 608 can be organized as
shown, where those positioned under the “Predicted to miss”
answer prediction are likely to get the sample question 604
incorrect, those positioned under the “Predicted to get cor-
rect” answer prediction are likely to get the sample question
604 correct, and those positioned under the “Not enough
data” are not associated with enough data for the answer
prediction model 114, 514 to make an answer prediction for
that student that meets the threshold certainty.

FIG. 7 shows a skill prediction presented on an output
device, according to an embodiment. The skill prediction
may be presented on the display 702 and overlayed on other
information also present on the display 702. The skill
prediction may be presented graphically on a plot 720 that
includes the student 722 and the student’s skill prediction
724. The skill prediction 724 is a quantitative measure that
is presented qualitatively between “beginning” and going up
through “mastery.” Along the right-hand side of the display
702 is a question chart 726 that shows the sample questions
(in this example, fifteen) and the class’s predicted outcome
for each question.

While shown and described herein as being used to
predict a student’s performance and/or skill level in an
educational setting and/or context, in other implementations,
the systems and methods described herein can be used for
any other suitable predictive purpose. For example, the
predictive systems and methods described herein can be
used to predict the success an individual might have in a
particular role and/or job, predict the performance of a
company, predict the performance of a system for a particu-
lar task, and/or the like.

In some embodiments, a non-transitory processor-read-
able medium stores code representing instructions to be
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executed by one or more processors. The instructions
include code to cause the one or more processors to receive
interaction data associated with a user, the interaction data
including more than one interaction type. The instructions
include code to cause the one or more processors to provide
the interaction data as input to a first machine learning model
to generate a vector representation of the interaction data.
The vector representation defines similarity measures
between subsets of the interaction data regardless of inter-
action type. The instructions include code to cause the one
or more processors to update, based on the vector represen-
tation, a knowledge graph. The instructions include code to
cause the one or more processors to retrieve, based on a
target for a prediction associated with a capability level of
the user, data associated with the user. The instructions
include code to cause the one or more processors to provide
the target as input to a second machine learning model to
define a relative complexity score for the data associated
with user. The instructions include code to cause the one or
more processors to provide a format associated with the data
associated with the user as input to a third machine learning
model to generate pseudoguessing weights for the data
associated with the user. The instructions include code to
cause the one or more processors to provide point-biserial
correlation coefficients associated with the data as input to a
fourth machine learning model to generate an item discrimi-
nation index for the data associated with the user. The
instructions include code to cause the one or more proces-
sors to generate at least one prediction associated with the
target by providing the relative complexity score, the
pseudoguessing weights, and the item discrimination index
as input to an auto regressive transformer trained on the
knowledge graph. The instructions include code to cause the
one or more processors to provide the at least one prediction
as input to a fifth machine learning model to generate a
plurality of simulations. The instructions include code to
cause the one or more processors to identify, based on the
plurality of simulations, the prediction associated with the
capability level of the user.

In some implementations, the plurality of simulations is
based on item response theory (IRT).

In some implementations, the instructions further include
code to cause the one or more processors to extract, from the
target, an identified context, wherein defining the relative
complexity score is based on the identified context.

In some implementations, the identified context is a
subject associated with the user.

In some implementations, defining the item discrimina-
tion index is based on data associated with a plurality of
students, the plurality of students including relatively high
knowledge students and relatively low knowledge students.

In some implementations, the instructions further include
code to cause the one or more processors to receive user
information associated with the user and update the knowl-
edge graph based on the user information.

In some implementations, the user information includes at
least one of user device information, a user profile, chatbot
conversations, input device information, explored content,
or student device conversations.

In some implementations, the more than one interaction
type includes more than one of conversation data, assess-
ment data, assignment data, question data, or engagement
data.

In some implementations, the at least one prediction
includes a probability associated with the target.

In some embodiments, a non-transitory processor-read-
able medium stores code representing instructions to be
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executed by one or more processors. The instructions
include code to cause the one or more processors to receive
interaction data, the interaction data including more than one
interaction type. The instructions include code to cause the
one or more processors to provide the interaction data to as
an input to a first machine learning model to generate a
vector representation of the interaction data, the vector
representation defining similarity measures between subsets
of the interaction data regardless of interaction type. The
instructions include code to cause the one or more proces-
sors to generate, based on the vector representation, a
knowledge graph. The instructions include code to cause the
one or more processors to train a transformer based on the
knowledge graph. The instructions include code to cause the
one or more processors to retrieve, based on a target for a
prediction associated with a capability level of a user, data
associated with the user. The instructions include code to
cause the one or more processors to provide as context
associated with the target as an input to a second machine
learning model to define a relative complexity score for the
data associated with user. The instructions include code to
cause the one or more processors to provide a format
associated with the data associated with the user as an input
to a third machine learning model to define pseudoguessing
weights for the data associated with the user. The instruc-
tions include code to cause the one or more processors to
provide point-biserial correlation coefficients associated
with the data as an input to a fourth machine learning model
to define an item discrimination index for the data associated
with the user based on. The instructions include code to
cause the one or more processors to generate at least one
prediction associated with the target by providing the rela-
tive complexity score, the pseudoguessing weights, and the
item discrimination index as an input to the transformer. The
instructions include code to cause the one or more proces-
sors to provide the at least one prediction to a fifth machine
learning model to generate a plurality of simulations. The
instructions include code to cause the one or more proces-
sors to identify, based on the plurality of simulations, the
prediction associated with the capability level of the user.

In some implementations, generating the vector represen-
tation is based on semantic similarities between the data in
the interaction data.

In some implementations, the first machine learning
model is a natural language model.

In some implementations, each of the second machine
learning model, the third machine learning model, and the
fourth machine learning model is a different type of machine
learning model.

In some implementations, the plurality of simulations is
based on item response theory (IRT).

In some embodiments, an apparatus includes one or more
memories and one or more processors operatively coupled to
the one or more memories. The one or more processors are
configured to retrieve, based on a target for a prediction
associated with a capability level of a user, data associated
with the user, the data associated with a knowledge graph.
The one or more processors are configured to provide the
target as an input to a first machine learning model to
generate a vector representation of the target. The one or
more processors are configured to update the knowledge
graph based on the vector representation. The one or more
processors are configured to provide a context associated
with the target as an input to a second machine learning
model to define a relative complexity score for the data
associated with the user. The one or more processors are
configured to provide a format associated with the data
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associated with the user as an input to a third machine
learning model to define pseudoguessing weights for the
data associated with the user. The one or more processors are
configured to provide point biserial correlation coefficients
associated with the data to a fourth machine learning model
to define an item discrimination index for the data associated
with the user. The one or more processors are configured to
generate at least one prediction associated with the target by
providing the relative complexity score, the pseudoguessing
weights, and the item discrimination index as an input to a
transformer trained on the knowledge graph. The one or
more processors are configured to provide the at least one
prediction to a fifth machine learning model to generate a
plurality of simulations. The one or more processors are
configured to identify, based on the plurality of simulations,
the prediction associated with the capability level of the user.

In some implementations, the plurality of simulations is
based on item response theory (IRT).

In some implementations, the data associated with the
knowledge graph includes more than one of conversation
data, assessment data, assignment data, question data, or
engagement data.

In some implementations, the transformer is an auto
regressive transformer model.

In some implementations, the one or more processors are
configured to define a subset of data, wherein the subset of
data includes data with at least one of an item discrimination
index below zero or an item discrimination index within a
predefined threshold of zero and store the subset of data in
a database for review.

It should be understood that the disclosed embodiments
are not intended to be exhaustive, and functional, logical,
operational, organizational, structural and/or topological
modifications may be made without departing from the
scope of the disclosure. As such, all examples and/or
embodiments are deemed to be non-limiting throughout this
disclosure.

All definitions, as defined and used herein, should be
understood to control over dictionary definitions, definitions
in documents incorporated by reference, and/or ordinary
meanings of the defined terms.

Examples of computer code include, but are not limited
to, micro-code or micro-instructions, machine instructions,
such as produced by a compiler, code used to produce a web
service, and files containing higher-level instructions that
are executed by a computer using an interpreter. For
example, embodiments can be implemented using Python,
Java, JavaScript, C++, and/or other programming languages
and development tools. Additional examples of computer
code include, but are not limited to, control signals,
encrypted code, and compressed code.

The drawings primarily are for illustrative purposes and
are not intended to limit the scope of the subject matter
described herein. The drawings are not necessarily to scale;
in some instances, various aspects of the subject matter
disclosed herein can be shown exaggerated or enlarged in
the drawings to facilitate an understanding of different
features. In the drawings, like reference characters generally
refer to like features (e.g., functionally similar and/or struc-
turally similar elements).

The acts performed as part of a disclosed method(s) can
be ordered in any suitable way. Accordingly, embodiments
can be constructed in which processes or steps are executed
in an order different than illustrated, which can include
performing some steps or processes simultaneously, even
though shown as sequential acts in illustrative embodiments.
Put differently, it is to be understood that such features may
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not necessarily be limited to a particular order of execution,
but rather, any number of threads, processes, services,
servers, and/or the like that may execute serially, asynchro-
nously, concurrently, in parallel, simultaneously, synchro-
nously, and/or the like in a manner consistent with the
disclosure. As such, some of these features may be mutually
contradictory, in that they cannot be simultaneously present
in a single embodiment. Similarly, some features are appli-
cable to one aspect of the innovations, and inapplicable to
others.

Where a range of values is provided, it is understood that
each intervening value, to the tenth of the unit of the lower
limit unless the context clearly dictates otherwise, between
the upper and lower limit of that range and any other stated
or intervening value in that stated range is encompassed
within the disclosure. That the upper and lower limits of
these smaller ranges can independently be included in the
smaller ranges is also encompassed within the disclosure,
subject to any specifically excluded limit in the stated range.
Where the stated range includes one or both of the limits,
ranges excluding either or both of those included limits are
also included in the disclosure.

The phrase “and/or,” as used herein in the specification
and in the embodiments, should be understood to mean
“either or both” of the elements so conjoined, i.e., elements
that are conjunctively present in some cases and disjunc-
tively present in other cases. Multiple elements listed with
“and/or” should be construed in the same fashion, i.e., “one
or more” of the elements so conjoined. Other elements can
optionally be present other than the elements specifically
identified by the “and/or” clause, whether related or unre-
lated to those elements specifically identified. Thus, as a
non-limiting example, a reference to “A and/or B”, when
used in conjunction with open-ended language such as
“comprising” can refer, in one embodiment, to A only
(optionally including elements other than B); in another
embodiment, to B only (optionally including elements other
than A); in yet another embodiment, to both A and B
(optionally including other elements); etc.

As used herein in the specification and in the embodi-
ments, “or” should be understood to have the same meaning
as “and/or” as defined above. For example, when separating
items in a list, “or” or “and/or” shall be interpreted as being
inclusive, i.e., the inclusion of at least one, but also including
more than one of a number or list of elements, and, option-
ally, additional unlisted items. Only terms clearly indicated
to the contrary, such as “only one of” or “exactly one of,” or,
when used in the embodiments, “consisting of,” will refer to
the inclusion of exactly one element of a number or list of
elements. In general, the term “or” as used herein shall only
be interpreted as indicating exclusive alternatives (i.e., “one
or the other but not both™) when preceded by terms of
exclusivity, such as “either,” “one of,” “only one of,” or
“exactly one of.” “Consisting essentially of,” when used in
the embodiments, shall have its ordinary meaning as used in
the field of patent law.

As used herein in the specification and in the embodi-
ments, the phrase “at least one,” in reference to a list of one
or more elements, should be understood to mean at least one
element selected from any one or more of the elements in the
list of elements, but not necessarily including at least one of
each and every element specifically listed within the list of
elements and not excluding any combinations of elements in
the list of elements. This definition also allows that elements
can optionally be present other than the elements specifically
identified within the list of elements to which the phrase “at
least one” refers, whether related or unrelated to those
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elements specifically identified. Thus, as a non-limiting
example, “at least one of A and B” (or, equivalently, “at least
one of A or B,” or, equivalently “at least one of A and/or B”)
can refer, in one embodiment, to at least one, optionally
including more than one, A, with no B present (and option-
ally including elements other than B); in another embodi-
ment, to at least one, optionally including more than one, B,
with no A present (and optionally including elements other
than A); in yet another embodiment, to at least one, option-
ally including more than one, A, and at least one, optionally
including more than one, B (and optionally including other
elements); etc.

In the embodiments, as well as in the specification above,
all transitional phrases such as “comprising,” “including,”
“carrying,” “having,” “containing,” “involving,” “holding,”
“composed of,” and the like are to be understood to be
open-ended, i.e., to mean including but not limited to. Only
the transitional phrases “consisting of” and “consisting
essentially of” shall be closed or semi-closed transitional
phrases, respectively, as set forth in the United States Patent
Office Manual of Patent Examining Procedures, Section
2111.03.

Some embodiments described herein relate to a computer
storage product with a non-transitory computer-readable
medium (also can be referred to as a non-transitory proces-
sor-readable medium) having instructions or computer code
thereon for performing various computer-implemented
operations. The computer-readable medium (or processor-
readable medium) is non-transitory in the sense that it does
not include transitory propagating signals per se (e.g., a
propagating electromagnetic wave carrying information on a
transmission medium such as space or a cable). The media
and computer code (also can be referred to as code) can be
those designed and constructed for the specific purpose or
purposes. Examples of non-transitory computer-readable
media include, but are not limited to, magnetic storage
media such as hard disks, floppy disks, and magnetic tape;
optical storage media such as Compact Disc/Digital Video
Discs (CD/DVDs), Compact Disc-Read Only Memories
(CD-ROMs), and holographic devices; magneto-optical
storage media such as optical disks; carrier wave signal
processing modules; and hardware devices that are specially
configured to store and execute program code, such as
Application-Specific Integrated Circuits (ASICs), Program-
mable Logic Devices (PLDs), Read-Only Memory (ROM)
and Random-Access Memory (RAM) devices. Other
embodiments described herein relate to a computer program
product, which can include, for example, the instructions
and/or computer code discussed herein.

Some embodiments and/or methods described herein can
be performed by software (executed on hardware), hard-
ware, or a combination thereof. Hardware modules may
include, for example, a processor, a field programmable gate
array (FPGA), and/or an application specific integrated
circuit (ASIC). Software modules (executed on hardware)
can include instructions stored in a memory that is operably
coupled to a processor and can be expressed in a variety of
software languages (e.g., computer code), including C, C++,
Java™, Ruby, Visual Basic™, and/or other object-oriented,
procedural, or other programming language and develop-
ment tools. Examples of computer code include, but are not
limited to, micro-code or micro-instructions, machine
instructions, such as produced by a compiler, code used to
produce a web service, and files containing higher-level
instructions that are executed by a computer using an
interpreter. For example, embodiments may be implemented
using imperative programming languages (e.g., C, Fortran,
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etc.), functional programming languages (Haskell, Frlang,
etc.), logical programming languages (e.g., Prolog), object-
oriented programming languages (e.g., Java, C++, etc.) or
other suitable programming languages and/or development
tools. Additional examples of computer code include, but are
not limited to, control signals, encrypted code, and com-
pressed code.

What is claimed is:
1. A non-transitory processor-readable medium storing
code representing instructions to be executed by one or more
processors, the instructions comprising code to cause the
one or more processors to:
receive interaction data associated with a user, the inter-
action data including more than one interaction type;

provide the interaction data as input to a first machine
learning model to generate a vector representation of
the interaction data, the vector representation defining
similarity measures between subsets of the interaction
data regardless of interaction type;
remove, from the vector representation, similarity mea-
sures below a predetermined threshold, the predeter-
mined threshold associated with a bi-partite graph;

update, based on the vector representation, a knowledge
graph associated with relationships between units from
clusters of units;

train, based on the knowledge graph, an auto regressive

transformer;

retrieve, based on a target for a prediction associated with

a capability level of the user, data associated with the
user, the target associated with at least one unit from the
clusters of units;

provide the target as input to a second machine learning

model to define a relative complexity score for the data
associated with user;

provide a format associated with the data associated with

the user as input to a third machine learning model to
generate pseudoguessing weights for the data associ-
ated with the user;

provide point-biserial correlation coefficients associated

with the data as input to a fourth machine learning
model to generate an item discrimination index for the
data associated with the user;
generate at least one prediction associated with the target
by providing the relative complexity score, the
pseudoguessing weights, and the item discrimination
index as input to the auto regressive transformer;

provide the at least one prediction as input to a fifth
machine learning model to generate a plurality of
simulations; and

identify, based on the plurality of simulations, the predic-

tion associated with the capability level of the user.

2. The non-transitory processor-readable medium of
claim 1, wherein the plurality of simulations is based on item
response theory (IRT).

3. The non-transitory processor-readable medium of
claim 1, wherein the instructions further comprise code to
cause the one or more processors to:

extract, from the target, an identified context, wherein

defining the relative complexity score is based on the
identified context.

4. The non-transitory processor-readable medium of
claim 3, wherein the identified context is a subject associated
with the user.

5. The non-transitory processor-readable medium of
claim 1, wherein generating the item discrimination index is
based on data associated with a plurality of students, the
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plurality of students including relatively high knowledge
students and relatively low knowledge students.

6. The non-transitory processor-readable medium of
claim 1, wherein the instructions further comprise code to
cause the one or more processors to:

receive user information associated with the user; and

update the knowledge graph based on the user informa-

tion.

7. The non-transitory processor-readable medium of
claim 6, wherein the user information includes at least one
of user device information, a user profile, chatbot conver-
sations, input device information, explored content, or user
device conversations.

8. The non-transitory processor-readable medium of
claim 1, wherein the more than one interaction type includes
more than one of conversation data, assessment data, assign-
ment data, question data, or engagement data.

9. The non-transitory processor-readable medium of
claim 1, wherein the at least one prediction includes a
probability associated with the target.

10. A non-transitory processor-readable medium storing
code representing instructions to be executed by one or more
processors, the instructions comprising code to cause the
one or more processors to:

receive interaction data, the interaction data including

more than one interaction type;
provide the interaction data to as an input to a first
machine learning model to generate a vector represen-
tation of the interaction data, the vector representation
defining similarity measures between subsets of the
interaction data regardless of interaction type;

remove, from the vector representation, similarity mea-
sures below a predetermined threshold, the predeter-
mined threshold associated with a bi-partite graph;

generate, based on the vector representation, a knowledge
graph associated with relationships between units of
clusters of units;

train a transformer based on the knowledge graph;

retrieve, based on a target for a prediction associated with

a capability level of a user, data associated with the
user, the target associated with at least one unit from the
clusters of units;
provide a context associated with the target as an input to
a second machine learning model to define a relative
complexity score for the data associated with the user;

provide a format associated with the data associated with
the user as an input to a third machine learning model
to define pseudoguessing weights for the data associ-
ated with the user;

provide point-biserial correlation coefficients associated

with the data as an input to a fourth machine learning
model to define an item discrimination index for the
data associated with the user;

generate at least one prediction associated with the target

by providing the relative complexity score, the
pseudoguessing weights, and the item discrimination
index as an input to the transformer;

provide the at least one prediction to a fifth machine

learning model to generate a plurality of simulations;
and

identify, based on the plurality of simulations, the predic-

tion associated with the capability level of the user.

11. The non-transitory processor-readable medium of
claim 10, wherein generating the vector representation is
based on semantic similarities between the data in the
interaction data.
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12. The non-transitory processor-readable medium of
claim 10, wherein the first machine learning model is a
natural language model.

13. The non-transitory processor-readable medium of
claim 10, wherein each of the second machine learning
model, the third machine learning model, and the fourth
machine learning model is a different type of machine
learning model.

14. The non-transitory processor-readable medium of
claim 10, wherein the plurality of simulations is based on
item response theory (IRT).

15. The non-transitory processor-readable medium of
claim 10, wherein the more than one interaction type
includes more than one of conversation data, assessment
data, assignment data, question data, or engagement data.

16. An apparatus comprising:

one or more memories; and

one or more processors operatively coupled to the one or

more memories, the one or more processors configured

to:

retrieve, based on a target, associated with at least one
unit from clusters of units, for a prediction associated
with a capability level of a user, data associated with
the user, the data associated with a knowledge graph
associated with relationships between units of the
clusters of units;

provide the target as an input to a first machine learning
model to generate a vector representation of the
target,

remove, from the vector representation, one or more
representations having a similarity value below a
predetermined threshold, the predetermined thresh-
old associated with a bi-partite graph;

training a transformer based on the knowledge graph;

update the knowledge graph based on the vector rep-
resentation;

provide a context associated with the target as an input
to a second machine learning model to define a
relative complexity score for the data associated with
the user;

provide a format associated with the data associated
with the user as an input to a third machine learning
model to define pseudoguessing weights for the data
associated with the user;

provide point biserial correlation coefficients associ-
ated with the data to a fourth machine learning model
to define an item discrimination index for the data
associated with the user;

generate at least one prediction associated with the
target by providing the relative complexity score, the
pseudoguessing weights, and the item discrimination
index as an input to the transformer;

provide the at least one prediction to a fifth machine
learning model to generate a plurality of simulations;
and

identify, based on the plurality of simulations, the
prediction associated with the capability level of the
user.

17. The apparatus of claim 16, wherein the plurality of
simulations is based on item response theory (IRT).

18. The apparatus of claim 16, wherein the data associated
with the knowledge graph includes more than one of con-
versation data, assessment data, assignment data, question
data, or engagement data.

19. The apparatus of claim 16, wherein the transformer is
an auto regressive transformer model.
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20. The apparatus of claim 16, wherein the one or more
processors are further configured to:
define a subset of data, wherein the subset of data includes
data with at least one of an item discrimination index
below zero or an item discrimination index within a 5
predefined threshold of zero; and
store the subset of data in a database for review.
21. The apparatus of claim 16, wherein the target is a
request for information associated with a future user skill
prediction. 10
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