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RESUMO:

O presente artigo examina o uso do reconhecimento facial (RF) na seguranga
publica brasileira. A pesquisa, de natureza bibliografica e documental, tem como
propésito compreender suas implicacdes juridicas, especialmente no que se
refere ao direito a privacidade, garantia assegurada pelo artigo 5°, inciso X, da
Constituicdo Federal. Com abordagem interdisciplinar, o estudo analisa a
legislacdo brasileira, os principios constitucionais, a Lei Geral de Protecédo de
Dados Pessoais (LGPD), além de casos noticiados e jurisprudéncias. O RF,
técnica biométrica utilizada para identificar suspeitos e auxiliar investigacoes,
representa avanco tecnologico, mas traz riscos relacionados a precisdo dos
algoritmos e a auséncia de regulamentacdo. Tais fatores tém resultado em
prisbes indevidas, abordagens discriminatérias e violacbes ao direito a
privacidade. A inexisténcia de regulamentacéo especifica sobre o uso do RF nos
estados brasileiros configura um vacuo normativo, onde dificulta a
responsabilizacdo por abusos e possibilita arbitrariedades estatais. Atualmente,
sua aplicacdo se baseia em interpretacfes genéricas da LGPD e em disposicdes
administrativas estaduais e municipais. Conclui-se que o reconhecimento facial,
embora apresente potencial para aprimorar a segurangca publica, exige
regulamentacéo clara e especifica que assegure o equilibrio entre a eficiéncia
estatal e a protecdo dos direitos fundamentais.
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INTRODUCAO

O presente artigo tem como propdsito examinar o uso do reconhecimento
facial na seguranca publica brasileira, buscando compreender suas implicacdes
juridicas, especialmente no que tange ao direito de privacidade. Parte-se da
premissa de que a aplicagdo crescente dessa tecnologia pelas forcas de
seguranca publica tem suscitado intensos questionamentos quanto a sua
compatibilidade com o direito a privacidade, garantia assegurada no art. 5, inciso
X da Carta Magna.

Nesse sentido, torna-se imprescindivel refletir sobre os fatores que
influenciam e moldam o desenvolvimento dessa temética, relacionando os
avancos tecnoldgicos as exigéncias de um Estado Democratico de Direito. O
reconhecimento facial, como técnica biométrica de identificacéo, representa uma
inovacao significativa no campo da vigilancia e do controle social.

Apesar da utilidade aparente dos sistemas de reconhecimento facial, os
riscos quanto a funcionalidade, critérios de identificacdo dos algoritmos utilizados
nos sistemas e a auséncia de regulamentacao juridica sdo notorios, resultando
em prisdes indevidas, abordagens discriminatorias e violacdes ao direito a
privacidade.

A relevancia do estudo justifica-se ndo apenas pela atualidade do tema,
mas também pelo impacto direto que ele exerce sobre a sociedade. O
reconhecimento facial insere-se em um cenario mais amplo de digitalizacdo e
coleta massiva de dados pessoais, em que o cidaddo passa a ser
constantemente monitorado em espacos publicos, muitas vezes sem seu
conhecimento ou consentimento. Tal realidade evidencia um dilema entre
seguranca e liberdades individuais, exigindo uma andlise critica que supere
apenas a eficiéncia tecnolodgica.

Outro aspecto de destaque consiste na inexisténcia de regulamentacao
especifica acerca do uso dessa tecnologia nos Estados brasileiros. Sua
aplicacéo, até o presente momento, encontra respaldo apenas em interpretagcfes
genéricas da Lei Geral de Protecédo de Dados Pessoais (Lei n°® 13.709/2018) e
em disposi¢cdes administrativas estaduais e municipais, 0 que configura um

vacuo normativo.
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Nesse sentindo, essa auséncia compromete a efetiva responsabilizacéo
diante de abusos e amplia a margem para condutas arbitrarias por parte do poder
publico. Contudo, h4 um projeto de lei em tramite no Congresso Nacional que
dispbe acerca da definicdo do reconhecimento facial e seu funcionamento na
seguranca publica (Projeto de Lei n® 3069/2022).

Além disso, a discussdo em torno do reconhecimento facial ndo pode ser
dissociada de seu viés discriminatorio. Erros de identificagdo ocorrem
majoritariamente com pessoas negras e mulheres, que aprofunda as
desigualdades raciais e sociais existentes no pais, e intensifica a problematica
da seletividade penal no sistema carcerario.

Diante desse cenario, a pesquisa proposta neste artigo sera
fundamentada em reviséo bibliografica e documental, adotando uma abordagem
qualitativa, tedrica e reflexiva. O propdsito € possibilitar uma analise critica dos
conceitos juridicos, das interpretac6es doutrinarias e jurisprudenciais e das
experiéncias praticas relacionadas ao uso do reconhecimento facial. O presente
estudo tem como objetivo geral analisar juridicamente os impactos do uso do
reconhecimento facial na seguranca publica brasileira, com énfase na
observancia ao direito a privacidade.

Especificamente, busca-se compreender como essa tecnologia vem
sendo empregada pelas forcas de seguranca publica no pais, identificar os
principais entraves enfrentados tanto pelos cidaddos afetados quanto pelas
instituicBes responsaveis por sua implementacéo, avaliar os efeitos decorrentes
da auséncia de regulamentacao juridica especifica sobre o tema e examinar as
implicacbes dessa tecnologia para os direitos fundamentais, especialmente no
gue se refere a privacidade e a igualdade.

A reflex@o sobre esses aspectos permite situar o debate em um panorama
juridico contemporaneo, no qual a inovacao tecnoldgica e a protecao de direitos
fundamentais coexistem de forma complexa e muitas vezes tensionada.
Ademais, desafios surgem na criagcdo de normas eficazes e mecanismos de
controle, especialmente para prevenir abusos e proteger grupos vulneraveis,
exigindo equilibrio entre eficiéncia e garantias constitucionais

Dessarte, o presente artigo pretende constituir ndo apenas um exercicio

académico, mas também uma contribuicdo pratica e critica ao debate sobre o
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uso de tecnologias de reconhecimento facial no Brasil. Ao consolidar os
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fundamentos teoricos, a delimitacdo metodoldgica e a problematizacéao do tema,
espera-se oferecer subsidios para a constru¢cdo de solucdes juridicas que
conciliem a eficiéncia tecnoldgica com a protecao ao direito a privacidade.
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2 DESENVOLVIMENTO

2.1 Reconhecimento Facial na Seguranca Publica: Beneficios e Limitacdes

O avanco das tecnologias biométricas e da inteligéncia artificial tem
ampliado a coleta de dados e a criacao de padrdes de identificacéo, viabilizando
um maior controle social no setor publico e privado. Diariamente, somos
submetidos a captacdo de dados biométricos para acessar diversos sistemas e
servicos. Entre eles, destacam-se o reconhecimento facial, a leitura de
impressoes digitais, a autenticacdo biométrica utilizada em transac¢des bancérias,
na identificacao civil e em cadastros publicos.

Além dos dados fornecidos voluntariamente, ha também aqueles
captados sem o conhecimento direto dos individuos, como imagens de cameras
de monitoramento em locais publicos. Esses sistemas, geralmente integrados a
inteligéncia artificial e ao reconhecimento facial (RF), possibilitam a identificacdo
e 0 rastreamento de pessoas em tempo real, sendo utilizados também em
investigacdes forenses, na identificacdo de suspeitos e no combate a crimes.

Os sistemas biométricos se dividem em dois grandes grupos: 0s invasivos,
que necessitam da colaboracao do individuo para a sua identificacdo, como a
coleta de impress@es digitais ou de iris; e os ndo invasivos, que podem ser
utilizados até mesmo sem o conhecimento do identificado, como a captacdo de
imagens a distancia. Nesse sentido, o RF € um mecanismo de elevada amplitude
de monitoramento, uma vez que a maioria das pessoas observadas desconhece
que seus dados estdo sendo processados (TEIXEIRA, 2011 apud MELO;
NEVES; NETO, 2021, p. 131).

Essa caracteristica, embora aumente a eficiéncia da vigilancia, também
eleva os riscos a privacidade, pois permite o tratamento de informacdes
sensiveis sem o consentimento explicito do titular.

Tal pratica deve ser analisada a luz dos direitos e garantias fundamentais
previstos na Constituicdo Federal (Brasil, 1988), em especial no artigo 5°, incisos
X e Xll, que asseguram o direito a intimidade, vida privada e sigilo das
comunicagdes. Igualmente relevantes sdo os incisos LIV e LV do mesmo artigo,
que garantem o devido processo legal, o contraditério e a ampla defesa,

principios indispensaveis a qualquer intervencéo estatal que envolva coleta e
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uso dg_wdados pessoais. Ademais, o artigo 37 da Constituicdo (Brasil, 1988)
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impbe a Administracdo Publica a observancia dos principios da legalidade,
impessoalidade, moralidade, publicidade e eficiéncia, aplicaveis também as
praticas de monitoramento e vigilancia eletrénica.

Esses direitos foram reforcados pela Emenda Constitucional n® 115/2022
(Brasil, 2022), que incluiu expressamente a protecdo de dados pessoais entre
os direitos e garantias fundamentais. Assim, o tratamento de dados biométricos
como imagens faciais deve observar o principio da finalidade, da necessidade
e da proporcionalidade, conforme previsto na Lei n°® 13.709/2018 - Lei Geral de
Protecdo de Dados - LGPD (Brasil, 2022).

Nesse contexto, o tratamento de dados biométricos como as imagens
faciais deve obedecer aos principios da finalidade, necessidade e
proporcionalidade, conforme disp6e a LGPD (BRASIL, 2018). Essa legislacao
estabelece parametros rigorosos para o uso e compartiihamento de dados
pessoais, impondo limites a atuacdo do poder publico e condicionando o
tratamento dessas informagdes a observancia de bases legais especificas.

Assim, compreender esses parametros legais € essencial para avaliar o
funcionamento da tecnologia de reconhecimento facial, a qual se baseia na
captacdo de imagens por cameras de segurancga e as compara com registros de
bases governamentais, como as da Policia Federal, Secretarias de Seguranca
Publica estaduais e o Instituto Nacional de Identificacdo (INI).

De acordo com Eduarda Costa Almeida (2022, p. 267-268), o sistema
extrai pontos biométricos do rosto, como distancia entre os olhos e formato do
queixo, convertendo-os em um coédigo matematico conhecido como “face
template, uma assinatura facial”. O resultado da analise dos dados faciais gera
uma porcentagem de semelhanca entre as assinaturas biométricas comparadas
nos bancos de dados. Essa correspondéncia gerada pelo sistema de RF, indica
a probabilidade de identidade, aciona um alerta imediato aos agentes de
seguranca para a potencial abordagem do suspeito.

Em junho de 2022, o Banco Nacional de Mandados de Prisao registrava
330.849 pessoas procuradas e 24.159 foragidos da justica no Brasil (BRASIL,
2022). Reconhecer essas pessoas no meio da populacdo seria uma tarefa
complexa para os olhos humanos. No entanto, com o uso do reconhecimento
facial, a identificac&o desses foragidos pode ser feita em segundos. Quando um

criminoso passa pelas cameras de seguranga, sistemas emitem notificagcoes
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instantaneas a policia, permitindo que as forcas de seguranca ajam rapidamente
(VARGAS, 2022).

Diante desse cenario, o reconhecimento facial na seguranca publica
oferece beneficios consideraveis, como a identificacdo rapida de suspeitos,
facilitando a localizacao de infratores e a resolucao de casos, especialmente em
locais de grande publico, como aeroportos. Ao automatizar a identificacéo, a
tecnologia otimiza o tempo necessario para reconhecer criminosos, aumentando
a eficiéncia das abordagens policiais.

Somente no ano de 2025, o sistema de reconhecimento facial implantado
no municipio de Sdo Paulo identificou 585 foragidos da Justica, até marco,
conforme registros do “Prisémetro”, um painel de monitoramento instalado no
Centro da cidade, que exibe em tempo real dados de seguranca publica
(Prefeitura de Séo Paulo, 2025). Esse numero representa uma média de sete
prisbes de foragidos por dia realizadas pelo programa Smart Sampa
(EXPRESSO- ESTADAO, 2025).

Apesar de sua utilidade no combate a criminalidade, essa tecnologia
enfrenta desafios técnicos e juridicos. Falsos positivos e negativos sao riscos
inerentes ao sistema, uma vez que fatores como iluminagéo, angulo de captura,
baixa qualidade da imagem e o uso de acessorios, como bonés, mascaras e
oculos podem comprometer a acuracia da identificacao.

Casos documentados no Brasil ja demonstraram as falhas do sistema,
como prisdes indevidas baseadas apenas na correspondéncia do
reconhecimento facial, sem confirmacao por outros meios de prova. Um episodio
amplamente divulgado ocorreu em 2024, durante a final do Campeonato
Sergipano, quando um homem foi detido apds ser erroneamente detectado por
um sistema de reconhecimento facial (FANTASTICO, 2024; G1, 2024). Em raz&o
desse incidente, o uso da tecnologia foi suspenso temporariamente pelo poder
executivo estadual até que novos protocolos fossem implementados.

Outrossim, para evitar erros e garantir a efetividade do RF, é essencial
capacitar os profissionais da area para realizarem uma verificagcdo humana apos
a andlise automatizada, antes de qualquer abordagem ou prisdo. Além disso, a
atualizacao periddica do banco de dados, com imagens mais recentes e nitidas,

aprimorara a precisdo do sistema. Ademais, é necessario a definicdo de um
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garantindo que apenas casos com alta precisdo sejam considerados para a
atuacao policial.

Além disso, o alto custo compromete a viabilidade do RF na seguranca
publica, exigindo altos investimentos em manutencéo e expanséo. O Estado da
Bahia, por exemplo, destinou cerca de R$ 665 milhGes para essa finalidade até
julho de 2026. Os recursos empregados reduzem investimentos em areas
essenciais, como saude e educacdo, setores determinantes para o
desenvolvimento social em longo prazo. Diante disso, questiona-se a justificativa
dos altos custos, dada a incerta eficacia na reducéo da criminalidade (PAULO
NASCIMENTO, 2023).

Portanto, o RF na seguranca publica representa um avango tecnolégico
relevante, proporcionando maior eficiéncia na identificacdo de criminosos e no
combate a criminalidade. No entanto, desafios como falsos positivos, impacto
financeiro elevado e questbes juridicas evidenciam a necessidade de
aprimoramento continuo da tecnologia. Para garantir seu uso adequado e
minimizar riscos, € essencial a implementacdo de protocolos rigorosos,
capacitacao de agentes de seguranca e revisao periodica das bases de dados.
Dessa forma, busca-se um equilibrio entre inovagéo, seguranca e respeito aos

direitos fundamentais dos cidadéaos.
2.2 A urgéncia da regulamentacédo do reconhecimento facial no Brasil

O crescente uso da tecnologia de reconhecimento facial no Brasil, tanto no
setor publico como no privado, levanta questionamentos acerca da falta de
regulamentacdo juridica dessa ferramenta. Nesse viés, com a auséncia de um
arcabouco legal, a utilizacdo dessa tecnologia pode violar direitos constitucionais
como o direito a privacidade. Dessa forma, assim como a falta de
regulamentacdo compromete a protecdo de direitos fundamentais, também cria
um cenario de incerteza para o desenvolvimento e aplicacdo correta dessa
tecnologia.

De acordo com Araujo, Cardoso e De Paula, “o problema mais
preocupante ocasionado pela falta de regulamentacdo € a fragilidade na

protecdo dos cidadados submetidos a essa tecnologia”. N&do ha clareza sobre
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impactar o uso das informacgfes contidas nos bancos de dados, quais medidas
tomar para evitar discriminacbes e, principalmente, quais 0sS mecanismos
disponiveis para responsabilizacdo do Estado em caso de abusos, (ARAUJO;
CARDOSO; DE PAULA, 2021).

As informacdes armazenadas pelo RF sdo dados biométricos, ou seja, a
identificacdo é feita com base em um aglomerado de informacdes especificas de
cada pessoa, (THALES, 2020). O art. 5, Il da Lei Geral de Protecdo de Dados
(Brasil, 2018) ressalta que um dado biométrico de uma pessoa natural € um dado
sensivel e Doneda (2019, p.143) afirma que caso esses dados “sejam
conhecidos e submetidos a tratamento, podem se prestar a uma potencial
utilizacdo discriminatéria ou lesiva e que apresentariam maiores riscos
potenciais do que outros tipos de informagao”.

Importante ressaltar que a EC n° 115/2022 (Brasil, 2022) alterou a
Constituicdo Federal e incluiu no artigo 5 a protecdo de dados pessoais como
direito fundamental autbnomo, como garantia de que os individuos tenham
controle sobre a coleta de seus dados. Portanto, € necesséario que a coleta de
dados biométricos seja realizada de forma transparente e com consentimento
especifico e destacado, nos termos do artigo 11, | da LGPD (Brasil, 2018).

Nesse viés, conforme artigo 23 da LGPD (Brasil, 2018) , a utilizacdo
desses dados pelo poder publico devera atender ao interesse publico, para
cumprimento das atribuicdes legais do servico publico, desde que sejam
fornecidas informacdes claras e atualizadas sobre a “previsao legal, finalidade,
os procedimentos e as praticas utilizadas para execucao dessas atividades”.

Os arts. 24 a 30 (Brasil, 2018), por sua vez, complementam esse dever,
estabelecendo mecanismos de comunicagdo, compartilhamento e
responsabilizacdo dos agentes publicos que tratam dados pessoais, bem como
a obrigacao de manter registros das operacoes realizadas.

O uso descontrolado e sem base juridica do RF permite que forcas
policiais tenham acesso sobre todas as pessoas que transitam em espacos
publicos, como em protestos e manifestacdes publicas. Assim, para Oliveira
(2022, p.275), os direitos de inviolabilidade da intimidade e da privacidade, ainda
gue exercidos em espacos publicos, sao violados a partir da vigilancia massiva

e controle de dados biométricos pelo Estado.
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Além disso, outro fator que corrobora a problematica da auséncia de
normas para uso do reconhecimento facial é o alto potencial de erro na
identificacdo de suspeitos. A identificacdo correta feita por RFs depende de
fatores como proximidade, iluminacdo e angulo o qual dificulta a confiabilidade
em imagens capturadas por exemplo, no periodo noturno, (SILVA, 2019). Logo,
h& elevadas possibilidades de o sistema identificar rostos com caracteristicas
similares entre imagens ja armazenadas nos bancos de dados, sobretudo com
pessoas de pele escura.

Segundo reportagem do Portal R7, em outubro de 2020, José Domingos
Leitdo, residente no municipio de llha Grande — PI, passou 3 dias preso apos ser
erroneamente identificado por uma tecnologia de reconhecimento facial. O crime
aconteceu a mais de 2.000km de distancia de onde José mora e 0 mesmo nunca
sequer esteve na cidade onde o fato ocorreu. O sistema do Instituto de
Identificacdo da PCDF comparou as imagens do suspeito feitas por cameras a
uma foto de José disponivel no banco de dados nacional de todas as pessoas
gue possuem documento de identidade (PORTAL R7, 2021).

Concomitantemente, imagens de delitos em delegacias sé&o
frequentemente mantidas em bancos de dados, ainda que o suspeito ndo tenha
sido oficialmente acusado pelo ato criminoso e antes mesmo da determinacao
de sua culpabilidade ou inocéncia por sentenca penal condenatodria transitada
em julgado, (ALMEIDA, 2022). Indubitavelmente, a repeticdo dessa situacao
potencializa a ameaca a presuncdo de inocéncia dos individuos, a medida que
o resultado do tratamento dos dados faciais indica apenas probabilidades de ser
Ou n&o a pessoa que cometeu um crime.

A regulacdo dessa ferramenta é essencial para garantir que os 6rgéos de
seguranca publica possam usar TRFs com respaldo juridico para evitar
comprometer os direitos fundamentais dos cidaddos. Ademais, a caréncia de
uma base legal sélida e transparente agrava as desigualdades e o desequilibrio
de poder entre os individuos da sociedade e o Estado, especialmente diante do
avancgo acelerado das tecnologias de vigilancia, que estabelecem um elevado
nivel de monitoramento. (OLIVEIRA, 2022).

Em suma, € notdrio os impactos causados pela utilizacdo dessa

ferramenta sem devida lei que regulamente e padronize o funcionamento na
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seguranca publica e que, além disso, seja proporcional e assegure o equilibrio
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entre o direito a privacidade e a aplicacao da lei para melhor funcionamento da
segurancga publica no Brasil, (ALMEIDA, 2022). Conforme Oliveira e Maldonado
(2022, p.178), a inexisténcia de alicerce juridico “pode resultar em um
monitoramento massivo, sob controle de forcas policiais e na limitacdo da
privacidade dos cidadaos, enfraquecendo os pilares do Estado Democrético de
Direito”.

Diante disso, conclui-se que a regulamentacdo do reconhecimento facial
€ imprescindivel para assegurar a protecdo de dados pessoais, a transparéncia
administrativa e o controle social sobre o uso de tecnologias de vigilancia, de
modo a preservar os direitos e garantias constitucionais previstos no artigo 5° da
Constituicdo Federal (Brasil, 1988) e na LGPD (Brasil, 2018).

2.3 Impactos da Tecnologia em Grupos Vulneraveis: Discriminacdo e

Violagao de Direitos Fundamentais

A auséncia de regulamentacéo clara sobre o uso do reconhecimento facial,
conforme discutido nas secdes anteriores, produz efeitos diretos sobre os grupos
socialmente vulneraveis, ampliando desigualdades histéricas e expondo
cidaddos a préticas discriminatorias. A falta de observancia aos principios
constitucionais da igualdade e da dignidade da pessoa humana (art. 1°, Il e art.
5°, caput, da Constituicdo Federal) (Brasil, 1988) e ao principio da nao
discriminag&o previsto no art. 6°, IX, da Lei n® 13.709/2018 (Brasil, 2018) revela
que o problema nédo se limita a esfera técnica, mas configura uma violagcédo de
direitos fundamentais.

Sob a perspectiva infraconstitucional, o artigo 6°, inciso IX, da Lei n°
13.709/2018 (Lei Geral de Protecdo de Dados — LGPD) (BRASIL, 2018)
estabelece o principio da n&o discriminacdo como diretriz essencial no
tratamento de dados pessoais. O uso de tecnologias de reconhecimento facial
sem observancia a esse principio compromete o equilibrio entre inovacéo e
protecdo de direitos fundamentais, sobretudo quando algoritmos e bancos de
dados séo utilizados sem critérios transparentes e auditaveis. O resultado é o
risco de viés algoritmico e de praticas de vigilancia que atingem, de maneira

desproporcional, pessoas negras, mulheres e integrantes de grupos

RESPONSABILIDADE SOCIAL DAS IES

economicamente marginalizados.

¢

IESVAP - Instituto de Educacdo Superior do Vale do Parnaiba SA
Av. Evandro Lins e Silva, n® 4435 B. Sabiazal - CEP 64.212-790, Parnaiba-P|
CNPJ -13.783.22/0001-70 | 86 3322-7314 | www.iesvap.edu.br



Af ya FACULDADE .
PARNAIBA - PI

Diante desse cenario, partindo do viés racial, é inegavel que o sistema
prisional brasileiro formou-se a partir de uma sociedade com historico
segregacionista e seletivo, com raizes fincadas na escraviddo de negros
africanos. Como bem pontua Sueli Carneiro (2019, p.43), a sociedade brasileira
foi fundada sobre a ideologia do “dispositivo racialidade”, que “ao demarcar o
estatuto humano como sinénimo de brancura ira por consequéncia redefinir
todas as demais dimensdes humanas e hierarquiza-las de acordo com a sua
proximidade ou distanciamento desse padrao”.

Dessa forma pode funcionar o algoritmo do sistema de reconhecimento
facial caso as faces utilizadas no treinamento ndo possuam representatividade
equilibrada, com variacdes de cor e etinia (ICO, 2019). Uma pesquisa realizada
pelo Massachusetts Institute of Technology (MIT), aponta que algoritmos
vendidos para sistemas de reconhecimento de rostos possuem porcentagem de
erro de 34,7% na identificacdo de mulheres negras e apenas 0,8% para homens
brancos (BUOLAMWINI; GEBRU, 2018).

A autora O’Neil (2016) destaca que nenhum algoritmo é dotado de
capacidade para captar toda a complexidade do mundo real e o objetivo seria
separar informacgdes relevantes e irrelevantes para facilitagdo do processo sob
influéncia de seus criadores. Logo, é impossivel afirmar que essas tecnologias
sdo neutras em seu funcionamento, pelo contrario, essas revelam os valores
daqueles que as criam e sao formadas a partir dos mesmos conceitos
discriminatorios vigentes na sociedade, (ACHIUME, 2020).

A problemética da discriminacéo ligada ao uso de RFs torna-se ainda
mais delicada quando a ferramenta € usada no auxilio a seguranca publica de
um pais que abriga as mais variadas etnias e um sistema penal seletivo
(ALMEIDA, 2022). Como consequéncia do viés racista com a utilizagdo das
TRFs, ndo somente o direito a privacidade sofre violagées, mas principalmente
o direito a igualdade, um dos pilares fundamentais da democracia (SILVA, 2005).

No Brasil, casos concretos ilustram a gravidade dos riscos associados ao
uso do reconhecimento facial na seguranca publica. Em 2022, durante um
evento no Parque de Exposi¢cdes, em Salvador (BA), um homem negro foi preso
erroneamente apoés ser identificado por um sistema de reconhecimento facial

(G1, 2023). A capital baiana, um dos estados que lidera a implementacéao dessa
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tecnologia no pais, tem registrado diversos episodios de prisdes equivocadas,
majoritariamente envolvendo vitimas negras.

Esses episédios ndo constituem fatos isolados. De acordo com
levantamento realizado pela Defensoria Publica do Estado do Rio de Janeiro
(DPRJ), mais de 80% dos casos de erros cometidos em reconhecimentos faciais
no estado envolvem pessoas negras (CONSELHO NACIONAL DE JUSTICA,
2023). Esses dados evidenciam que o viés discriminatério ndo € apenas uma
possibilidade tedrica, mas uma realidade concreta, agravando desigualdades
raciais.

A utilizacdo da tecnologia de reconhecimento facial, tende a reforcar
praticas histéricas de controle racializado e de criminalizacdo da pobreza. Sob o
argumento de modernizacdo e eficiéncia, acabam-se perpetuando padrdes
seletivos que ha muito marcam o sistema penal brasileiro. A inexisténcia de
regulamentacdo especifica para o uso dessa tecnologia agrava ainda mais o
quadro, ampliando os riscos de viola¢des sistematicas a direitos fundamentais.

Portanto, é imprescindivel reconhecer que o uso do reconhecimento facial,
sem amparo normativo e sem salvaguardas técnicas eficazes, perpetua
desigualdades raciais e viola direitos fundamentais. A eficiéncia tecnologica néo
pode se sobrepor a dignidade humana, devendo o Estado brasileiro assegurar
gque as inovacbes digitais sejam implementadas com transparéncia,
proporcionalidade e respeito a igualdade, conforme os valores consagrados na
Constituicdo Federal (Brasil, 1988) e na LGPD (Brasil, 2018).
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CONSIDERACOES FINAIS

A andlise desenvolvida ao longo deste estudo permitiu compreender que
o0 reconhecimento facial na seguranca publica brasileira constitui um avanco
tecnolégico de grande impacto, capaz de otimizar procedimentos de
identificacdo e fortalecer estratégias de investigacdo. No entanto, a pesquisa
também demonstrou que a utilizacdo dessa ferramenta esta cercada por
inimeras controvérsias, especialmente no que diz respeito a auséncia de
regulamentacao especifica e a necessidade de conciliar eficiéncia operacional
com a observancia dos direitos e garantias fundamentais previstos na
Constituicao Federal.

Verificou-se que, apesar de oferecer beneficios evidentes, como a
agilidade na identificacdo de suspeitos e a contribuicdo para a elucidacdo de
crimes, o reconhecimento facial também apresenta riscos significativos. A falta
de transparéncia quanto ao tratamento dos dados biométricos e a auséncia de
mecanismos claros de responsabilizacdo favorecem praticas abusivas, expondo
os cidadéos a situacfes de vigilancia indevida e violacdo da privacidade. Essa
realidade evidencia um cenario de desequilibrio entre o poder tecnolégico do
Estado e o direito individual a protecdo de dados pessoais.

O estudo revelou ainda que a implementacdo desordenada dessa
tecnologia pode reproduzir desigualdades sociais e raciais ja existentes no
sistema penal brasileiro. Os erros de identificacdo, que afetam majoritariamente
pessoas negras e grupos vulneraveis, indicam a urgéncia de uma regulacédo
técnica e ética mais rigorosa. Assim, percebe-se que o avanco tecnoldgico,
guando ndo acompanhado de critérios normativos bem definidos e de supervisao
constante, pode reforcar padrdes discriminatérios e comprometer o principio da
igualdade.

Além disso, a pesquisa evidenciou que o reconhecimento facial, enquanto
ferramenta de vigilancia estatal, precisa ser analisado sob uma perspectiva
ampla, que leve em conta ndo apenas a sua eficiéncia, mas também os impactos
sociais e humanos decorrentes de sua aplicacdo. A coleta massiva de dados
biométricos, sem o devido controle juridico, ameaca direitos fundamentais e

pode instaurar uma cultura de monitoramento permanente, incompativel com os
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Diante dessas constatacfes, torna-se indispensavel a criagdo de uma
legislacdo especifica que estabeleca parédmetros claros para o uso dessa
tecnologia, determinando as responsabilidades dos 6rgaos publicos e privados,
as finalidades legitimas do tratamento de dados e os limites de atuacdo do poder
publico. E essencial que essa legislacdo garanta a transparéncia dos processos,
0 consentimento informado dos titulares dos dados e a fiscalizagdo constante
por 6rgados competentes.

Somente com uma base legal sdlida sera possivel assegurar que o
reconhecimento facial seja utilizado de forma ética, proporcional e em
conformidade com os principios constitucionais da legalidade, da finalidade e da
necessidade. O desenvolvimento tecnoldgico deve caminhar lado a lado com a
protecdo da dignidade humana, preservando a liberdade individual e a confianca
da sociedade nas instituicdes publicas.

Conclui-se, portanto, que o reconhecimento facial pode contribuir para o
fortalecimento da seguranca publica, desde que utilizado com responsabilidade,
critério técnico e respeito as normas juridicas. O desafio que se impde a
sociedade brasileira é o de harmonizar o progresso tecnoldgico com a protecéo
dos direitos fundamentais, de modo que a inovagao sirva ao bem comum e nao
a restricdo de liberdades. Somente com esse equilibrio serd possivel construir
um modelo de seguranca publica moderno, justo e comprometido com os valores

democraticos de liberdade, igualdade e justica social.
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