
GenAI - the new kind of 
software

Pratyush Kumar

22nd November 2023 / Accel Event



Broad topics

Useful to think of GenAI as a new type of software

Why is this type of software extremely generalisable

What are the various options in building this software

What can we use this software for in Bharat



We have never had a situation like this …
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What emerges with large language models?

Source: https://www.assemblyai.com/blog/emergent-abilities-of-large-language-models/
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The trikuti (the confluence of the three)

Pre-training

Fine-tuning

Prompting

LLM performance

The Full 
Stack of AI

Currently: how do I know if i should 
refine prompt, finetune model, or 
pretrain model. cost? business model?



Pre-training

Fine-tuning

Prompting

LLM performance

The Full 
Stack of AI

take: cost/expertise requirement for 
all three layers will rapidly fall, need 
to prepare for full stack

The trikuti (the confluence of the three)



What are the options in this type of software
(assuming we have hit ‘scale’)
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GPT-4 with prompt design

Finetune GPT-4
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Shows how to use a 
GPT-3 architecture 
and build a model 
from scratch

(reaches GPT3.5 
level for targeted 
use-cases)



Builds a 
domain-specific 
model with a 
custom tokenizer



Accuracy 

Cost

GPT-4

Open LLM

Your LLMYour SLM



Shows that models 
with tens of millions 
of params (not 
billions) can be 
pretrained to 
generate tiny stories



Shows that models 
trained on billions of 
tokens (not trillions) 
can effectively 
answer programming 
questions 



GPT-4

Open LLM

Your LLMYour SLM

Full-stack skill-set
● Prompt engineering
● RAG
● Evaluation
● Serving
● Curating finetuning data
● Finetuning
● Curating pretraining data
● Continual pretraining
● Synthetic pretrating data
● Pretraining from scratch



What can you do with Rs 10 of AI?

Currently:
- Serve 1000 ads
- Recommend 100 youtube videos
- Translate a 500 word article
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Currently:
- Serve 1000 ads
- Recommend 100 youtube videos
- Translate a 500 word article

With GenAI ->



Student: If Hanuman and Thanos were 
to meet, what would they talk about?



Student: If Hanuman and Thanos were 
to meet, what would they talk about?

Scaffolded curiosity for children - 
overcome the bottleneck of content 
creation



Farmer: ਮੈਂ 4 ਏਕੜ 'ਤੇ ਖੇਤੀ ਕਰਦਾ ਹਾਂ, ਕੀ ਮੈਂ 
ਪੀਐਮ ਿਕਸਾਨ ਲਈ ਯੋਗ ਹਾਂ?

(Translation: I farm on 4 acres, am I 
eligible for PM Kisan?)

Grounded access to government data



Lady: ನಾನು ೕ ತಿಂಗಳಿನಿಂದ ತಿಂಗಳಿಗೆ 20000 ಗಳಿಸುತೆ್ತುೕನೆ ಮತು್ತು 
ಜುಲೈನಿಂದ 23000 ಕೆ್ಕೆ ಹೆ್ಚಸುತೆ್ತುೕನೆ. ನಾನು ಪ್ರಸು್ತುತ 52800 
ಉಳಿತಾಯವನು್ನ ಹೊಂದೆ್ದೕನೆ. ನನ್ನ ಮಾಸಿಕ ವೆಚ್ಚಗಳು 15000. ಅಕೊ್ಟುೕಬರ್ 
ಅಂತ್ಯದ ವೇಳೆಗೆ ನಾನು ೕಪಾವಳಿಯ ಮೊದಲು ಎಷು್ಟು ಉಳಿಸಬಹುದು

(Translation: I earn 20000 per month 
from May and increase to 23000 from 
July. I currently have savings of 52800 
My monthly expenses are 15000. By 
the end of October how much can I 
save before Diwali.)

NL interface to tools like spreadsheets



Movie buff: I recently watched the 
Mandalorian series. I liked it because of 
the both the sci-fi setting and the 
sage-like nature of Mandalorians. The 
father-son dynamics at the center 
stage is also delicately done. However, I 
did not quite appreciate the fight 
sequences which amounted to not 
much either drama wise or in 
weaponry. 

What should I watch next?



Girl: <can teach an AI to learn her sign 
language by providing example images 
and then giving feedback in natural 
language>




