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LLM Evaluation & 
Observability



Consider LLMs hallucinatory…

unless proven otherwise!

Who are the founders of TruEra?



Generalization Memorization

This overlap is really murky

ML research 
optimizes models for

And actively 
penalizes



Leave memorization 
to something else

✓ Summarization
✓ Text Embedding
✓ Inference
✓ Planning

MemorizationGeneralization

Focus LLMs on ‘General’ Tasks
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LLMs Need a Knowledge Source

Vector Databases Agents

OR



   Embedding

Enter Retrieval Augmented Generation (RAGs) 

Example: Question Answering ChatBot 

Relevant
Chunks

Query
Embedding

     Question?

   Vector DB

   Completion

     Response

          Query +
           Relevant Chunks

Also, advanced RAGs, Agents
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But RAGs can Hallucinate too 
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For second meetings start here



Gen AI is Taking over the World



The World is Divided in Two Camps

Teams that are building cool 
prototypes

● Very easy to build apps that 
do the right thing 80% of the 
time.

Teams that are deploying apps 
in production

● Much harder to go beyond 
that

1 2



Three Examples from Camp #2

Education 
Tech

Student support 
for assignments 

Customer 
Support

Summarization 
of call transcripts 
with action items

Financial 
Services
Customer 

facing chatbot



Systematic iteration to improve LLM apps in 
development and in production

What Sets these Camps Apart?
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GenAI Observability Platform Requirements

Evaluate Track Monitor

Broad App
Support

✓

Reliable, comprehensive, 
extensible evals

✓ Experiment tracking to 
select best app config

✓

Feedback Loop

Feedback loop for debugging✓

Highly scalable✓

Low latency✓

Cost effective✓

Easy integrations with 
emerging tech stack

✓



TruLens : Track and Evaluate LLM Experiments

github.com/truera/trulens
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TruLens has Broad Support for LLM Apps

Broad App Support
● RAGs
● Advanced RAGs (query planning, 

sentence window, auto merging)
● Agents
● Fine-tuning experiments

Integration with Leading Frameworks

Custom Frameworks



Honest, Harmless, Helpful Evals with TruLens

A feedback function provides a score after reviewing an LLM app’s inputs, 
outputs, intermediate results, and metadata.

Helpful
● Prompt sentiment
● Language mismatch
● Conciseness
● Coherence
● Custom evaluations
● …

Harmless
● PII Detection
● Toxicity
● Stereotyping
● Jailbreaks
● Custom evaluations
● …

Honest
● Answer relevance
● Embedding distance
● Context relevance
● Groundedness
● Summarization quality
● Custom evaluations
● …



Track Experiments to Select the Best App Configuration

Notebook  example:
https://tinyurl.com/trulens-pinecone 

Constructing the Vector DB
● Data Selection
● Chunk Size & Chunk Overlap
● Index Distance Metric
● Selection of Embeddings

Retrieval
● Amount of Context Retrieved (top k)
● Query Planning
● Sentence window retrieval
● Auto merging retrieval

LLM
● Prompting
● Model choice
● Model Parameters (size, temperature, frequency 

penalty, model retries, context length etc.)

Optimal
Model

https://tinyurl.com/trulens-pinecone
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Choosing the Right Evals

● Human Evals

● Ground Truth Evals

● LLM Evals
● MLM Evals

● Traditional NLP Evals

Meaningful

Sc
al
ab

le
Evals such as 
BLEU, ROUGE are 
too syntactic

MLMs (e.g. BERT) need to 
be fine-tuned to provide 
the right feedback

Ground truth is hard 
to collect at scale

Human evals are 
expensive to collect 
& can have variance 

LLM Evals have strong 
agreement with 
human evals but can 
be expensive
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LLM Evaluation & Experiment Tracking

Evaluate
■ Ground truth
■ Human Evals 
■ Custom LLM Evals
■ Custom MLM Evals
■ Tracing app call stack
■ Embedding-level

debugging  

Track 
■ Track experiments to 

choose optimal app 
configuration 

TruEra supports 
requirements for effective 

evaluation & tracking

✓ Broad app support 

✓ Reliable, comprehensive, 
extensible evals 

✓ Experiment tracking to select 
best app config

✓ Easy integrations with 
emerging tech stack

Development
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From TruLens to TruEra Full Lifecycle AI Observability 

Evaluate
Evaluate and debug 

LLM app 

Track 
Track experiments to 
choose optimal app 

configuration

Monitor
Track performance

& alert at scale

ProductionDevelopment

Feedback loop
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LLM Observability across the Lifecycle

Monitor
■ Human Evals 
■ Custom MLM Evals
■ [High value] LLM Evals
■ Embedding tracking

ProductionDevelopment

Evaluate
■ Ground truth
■ Human Evals 
■ Custom LLM Evals
■ Custom MLM Evals
■ Tracing app call stack
■ Embedding-level

debugging  

Track 
■ Track experiments to 

choose optimal app 
configuration 

Feedback loop
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TruEra Supports GenAI Observability Requirements

Evaluate Track Monitor

Broad App
Support

✓

Reliable, comprehensive, 
extensible evals

✓ Experiment tracking to 
select best app config

✓

Feedback Loop

Feedback loop for debugging✓

Highly scalable✓

Low latency✓

Cost effective✓

Easy integrations with 
emerging tech stack

✓
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Testing RAGs for Hallucinations

Context Relevance
Is the retrieved context 
relevant to the query?

Groundedness
Is the response supported by 

the context?

Answer Relevance
Is the answer relevant to 

the query?

Query

ContextResponse

The RAG Triad



Retrieval Failure

TruEra RAG Triad

Query

ContextResponse

Context
Relevance

Groundedness

Answer
Relevance



Lack of Groundedness

TruEra RAG Triad

Context
Relevance

Answer
Relevance

Query

ContextResponse

Groundedness



TruEra RAG Triad

Answering the Wrong Question

Context
Relevance

Answer
Relevance

Query

ContextResponse

Groundedness
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Run Feedback Functions with Any Model

Connectors for 100+ LLMs
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Run Evaluations on any LLM App Stack

Vector databases Agents

Frameworks
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Try Open Source TruLens

github.com/truera/trulens

Give us a star, request a feature, contribute! 


