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Use case: Real time decoding of intracortical neural activity 

Spiking Neural Network
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Event-based processing.

Only accumulation 
operations are needed, 

thus reducing computational 
complexity.

Neuromorphic hardware limited 
by high development costs
and restricted accessibility.

Overview approach

Core Area                3000 x 3600 um                    

Standard Cells                                      8.922

Max Neurons                                          512                      

Max Synapses                                      32.768 

Fmax                                                        100 MHz

Performance [100 MHz]                 0,8 GSOP/s

Pinference                                              1,25 mW/MHz

Pidle                                                                                                      350 uW                                                                                                                                                                                                         
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Spiking neural networks, considered as the third generation of neural networks, are characterized by 
neurons communicating via binary signals called spikes. This property makes them well-suited for 

edge devices, as it reduces computational complexity and enhances energy e�ciency.

Sensor 

Output

AI based 
result.

Open-source RTL-GDSII �ow

HW accelerator with SKY130 PDK

PDK

RTL

constraints.sdc

con�g.mk

netlist.v

parasitic.spef

layout.gds

Broader accessibility Reduced development cost Legacy Tecnolgy node

Synthesis [Yosys]

Floorplanning [OpenROAD]

Placement [OpenROAD]

CTS [OpenROAD]

Routing [OpenROAD]

GDSII generation [Klayout]

Inputs RTL-GDSII �ow Outputs

Core Area                 1750 x 2000 um                    

Standard Cells                                     15.725  

Max Neurons                                          512                      

Max Synapses                                      32.768 

Fmax                                                         90 MHz      

Performance [90 MHz]                0,72 GSOP/s                                   

Pinference                                             0,53 mW/MHz                                             

Pidle                                                                                                      81 uW                                                              

HW accelerator with IHP-SG13G2 PDK

SYNtzulu architecture 

The accelerator used in this work is a modi�ed version of the open-source  accelerator 
presented in [1], called SYNtzulu, which can be downloaded using the provided QR code.
 It includes an encoding module for converting continuous signals into spikes and an SNN

processor that execututes dense LIF neuron layers using two parallel cores.
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Encoding Module
[Application Speci�c]
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The dataset used to 
train and test the system

 is public and described in [3].

We extract multi-unit activity (MUA) 
from the neural signal using the 

encoding module.

We process the MUA using a four-layer dense spiking neural network 
trained to decode two variables representing the hand's velocity

along the x-axis and y-axis
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Work    Decoder    Platform      Parameters VCC  

   This           SNN               ASIC                        22.6k             0.82      

   [2]             LSTM                   PC                            341k             0.84                     

   [2]            QRNN                   PC                            327k             0.85                                      

   [2]             MLP                     PC                    155k              0.82               
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Real-time processing Low-power consumption Resource constrained devices

Encoding Module
[ Application Speci�c ]

Lightweight
Spiking Neural Network 

Decoding Module
[ Application Speci�c ]

Module that converts
 analog signals into 
spikes that can be
processed by  the
 neural network.

Module that converts
 the output spikes from

the network into
analog values.

Tiny SNN  designed 
for near-sensor 

processing environments
to enable real-time sensor

 data analysis.
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Neural signals 
are recorded using 

a microelectrode array 
implanted in the

motor cortex

Decoded hand velocity

Neural signals acquisition
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