White Paper

Al Recruitment Bias Detection: Complete
Compliance Guide for HR Leaders 2025

NYC Local Law 144 Compliance, Explainable Al, and Automated

Bias Testing for Enterprise Recruitment

1. What is Bias in Al Recruitment?

Bias in recruitment Al refers to systematic and unfair differences in how candidates
are evaluated or selected, arising from the design, data, or deployment of
automated systems. In the context of Al-driven hiring, bias is not simply a matter of
overt discrimination; it often emerges subtly, embedded in the data used to train
models or in the assumptions underlying algorithmic logic.

Understanding the Nature of Bias

Bias can manifest at several stages of the recruitment process:

e Data Collection: If historical hiring data reflects past inequalities, such as a
tendency to hire more candidates from certain backgrounds, Al models
trained on this data may learn and perpetuate those patterns.

e Feature Selection: The choice of which candidate attributes are considered
by the Al can introduce bias. For example, including features like university
attended or geographic location may disadvantage groups with less access
to elite institutions or who reside in underrepresented regions.

e Model Training: Even with balanced data, machine learning algorithms can
pick up on subtle correlations between non-protected and protected
attributes (e.g., certain job titles or skills being more common in one
demographic group).

e Outcome Definition: How “success” or a “good match” is defined can encode
organisational or societal biases, especially if those definitions are based on
subjective or legacy criteria.

Types of Bias Relevant to Recruitment Al

e Historical Bias: Embedded in the data due to previous human decisions.
e Sampling Bias: Occurs when some groups are underrepresented in the data.



e Measurement Bias: Results from inaccurate or irrelevant features being used
as proxies for candidate quality.

e Algorithmic Bias: Emerges when model logic inadvertently favours or
disfavors certain groups, even if those groups are not explicitly identified in
the data.

Impact of Bias in Hiring
Unchecked bias can lead to:

e Reduced Workforce Diversity: Homogenised teams that lack the benefits of
varied perspectives.

e Legal and Regulatory Exposure: Non-compliance with laws such as NYC
Local Law 144, which mandates bias audits and transparency for automated
employment decision tools.

e Erosion of Trust: Candidates and employees may lose confidence in the
fairness of the recruitment process, harming the employer's reputation.

In summary, Bias in recruitment Al is a multi-faceted risk that can arise from data,
design, or operational choices. Addressing it requires a holistic, scientifically
rigorous approach, precisely what SniperAl by Recruitment Smart is engineered to
deliver.

2. The Science of Bias: Where Does It Come From?

Understanding the science behind bias is fundamental to appreciating how SniperAl
actively neutralises it in recruitment. Bias in Al systems is not a single, isolated flaw;
it is a complex, multi-layered phenomenon that can originate at any stage of the
data and model lifecycle. As subject matter experts in ethical Al, we must dissect
these origins to build robust countermeasures.

2.1. Origins of Bias in Al Recruitment

A. Data-Level Bias

The foundation of any Al model is its data. In recruitment, historical hiring data is
often used to train models. If this data reflects past societal or organisational
inequities, such as a preference for certain universities, genders, or ethnic
backgrounds, then the Al will statistically learn and perpetuate these patterns. This
is known as historical bias.

Example:
If a company historically hired more male engineers, the data will show a higher



prevalence of successful male candidates. An Al trained on this data may, without
intervention, rank male candidates higher for engineering roles.

B. Sampling and Representation Bias

If the data used to train the model underrepresents certain groups (e.g., women in
leadership roles, ethnic minorities in technical fields), the model cannot learn to
fairly assess candidates from these groups. This is sampling bias.

Expert Insight:
A robust recruitment Al must ensure that all relevant demographic groups are

sufficiently represented in the training set. This requires active data balancing and,
where necessary, synthetic data augmentation.

C. Measurement and Feature Bias

Bias can also arise from the choice and construction of features—the variables the
Al uses to make decisions. Features that are proxies for protected characteristics
(such as certain zip codes correlating with ethnicity, or university names correlating
with socioeconomic status) can introduce measurement bias.

Expert Practice:
SniperAl excludes or anonymises features that are not directly relevant to job

performance or that risk acting as proxies for protected attributes.

D. Algorithmic and Model Bias

Even with balanced, representative data and carefully chosen features, the
algorithms themselves can introduce bias. Machine learning models may pick up on
subtle correlations that humans would not consider fair or relevant. This is
algorithmic bias.

Example:
A model might learn that candidates with certain hobbies (e.g., golf) are more likely

to be hired, simply because those hobbies were prevalent among previously
successful candidates from a specific demographic.

E. Outcome and Feedback Bias

How success is defined and measured in the system can also introduce bias. If the
Al is optimised to reproduce past hiring decisions, it may reinforce legacy biases.
Additionally, if feedback loops are not carefully managed, the system can become
self-reinforcing, amplifying small biases over time.



2.2. Scientific Principles for Bias Mitigation
To neutralise bias, it is essential to:

e Quantify Bias: Use statistical tests (e.g., disparate impact analysis, impact
ratios) to measure differences in outcomes between groups.

e Diagnose Root Causes: Identify whether bias arises from data, features, or
model logic.

e Apply Corrective Techniques: Implement targeted interventions at each
stage, including data balancing, feature selection, algorithmic debiasing, and
post-processing adjustments.

In summary:

Bias in recruitment Al is multifactorial, emerging from data, features, algorithms,
and feedback processes. Only a comprehensive, scientifically informed approach,
like that embedded in SniperAl, can systematically identify and neutralise these
risks.

3. SniperAl’s Bias Neutralisation Framework:
Step-by-Step

SniperAl by Recruitment Smart is engineered from the ground up to proactively
identify, mitigate, and neutralise bias in recruitment. The system employs a
multi-layered, scientifically validated framework that addresses bias at every critical
juncture, including data, features, model, validation, and deployment. Below, we
detail each stage in this framework, illustrating how SniperAl ensures fairness and
equity in candidate evaluation.

Step 1: Data Collection & Preprocessing

Objective: Eliminate the roots of bias before they can influence the model.

e Diverse Data Sourcing:
SniperAl’s training data is curated to represent a broad spectrum of

demographic groups, job roles, and industries. This is essential to prevent
sampling bias, where underrepresented groups might otherwise be
overlooked by the model.

e Anonymisation and De-identification:
Personally identifiable information (PIl), such as names, photos, addresses, or



graduation years, is systematically removed or masked. This prevents the
model from learning direct or indirect proxies for protected characteristics.

e Balanced Sampling & Data Augmentation:
Where certain groups are underrepresented, SniperAl employs techniques

such as oversampling or synthetic data generation to ensure all groups are
equitably represented in the training set. This is a critical control for
combating historical and sampling bias.

Expert Note:

Bias neutralisation is most effective when it begins with the data. By ensuring the
training set is balanced and anonymised, SniperAl lays the foundation for a fair
model.

Step 2: Feature Engineering

Objective: Ensure only job-relevant, bias-resistant features are used for
decision-making.

e Job-Relevant Feature Selection:
SniperAl’s feature selection process is guided by domain expertise and
empirical analysis. Only attributes directly relevant to job performance, such
as skills, certifications, and years of experience, are retained.

e Elimination of Proxy Features:
Features that could act as proxies for protected characteristics (e.g., certain

universities, zip codes, or extracurricular activities) are excluded or
transformed to prevent indirect bias.

e Standardisation via NLP:
Advanced Natural Language Processing (NLP) models are used to
standardise the extraction of skills and experiences from CVs, reducing
subjective interpretation and ensuring consistency across candidate profiles.

Expert Note:
By rigorously controlling which features are used, SniperAl prevents the model from
“learning” bias through indirect associations.

Step 3: Model Training with Built-in Bias Mitigation
Objective: Train models that are statistically “blind” to protected attributes.



e Adversarial Debiasing:
During training, SniperAl employs adversarial networks that penalise the

model if it can accurately predict protected characteristics (like gender or
ethnicity) from the input data. This forces the model to focus on job-relevant
signals and ignore demographic cues.

e Reweighing and Sample Correction:
Training samples are dynamically reweighted to ensure that each

demographic group contributes equally to the model’'s learning process. This
prevents the model from overfitting to patterns that favour the majority
group.

e Counterfactual Fairness Testing:
SniperAl simulates “counterfactual” scenarios, changing a candidate’s

protected attribute (e.g., from male to female) while keeping all other data
constant. If the model’s output changes significantly, further adjustments are
made to neutralise this effect.

Expert Note:

This step is where SniperAl’s scientific rigour shines. By embedding fairness
constraints directly into the learning process, the model is actively prevented from
developing biased decision logic.

Step 4: Rigorous Model Validation and Bias Detection

Objective: Empirically prove that the model is fair across all relevant groups.

e Disparate Impact Analysis:
After training, SniperAl’s outputs are statistically analysed to compare

selection rates (e.g., how often candidates from each group are shortlisted)
and compute impact ratios. The system adheres to the “four-fifths rule,”
ensuring no group’s selection rate falls below 80% of the most favoured

group.

e Intersectional Analysis:
Beyond single attributes, SniperAl examines combinations (e.g., Asian
women, Hispanic men) to detect and address compounded or hidden bias.

e Threshold and Outcome Calibration:
The definition of a “positive outcome” (such as a match score above the



median) is carefully calibrated and justified, ensuring fairness in how
candidates are classified and advanced.

Expert Note:

Validation is not a one-off event; it is an ongoing process. SniperAl’s validation
protocols are aligned with regulatory best practices and are independently audited
to ensure transparency and accountability.

Step 5: Explainability and Transparency

Objective: Make Al decisions understandable and auditable for all stakeholders.

o Feature Attribution (SHAP Values):

SniperAl quantifies the influence of each feature on every candidate’s score,
providing recruiters with clear, interpretable explanations.

e Local Explanations (LIME):
For any individual decision, SniperAl can generate a plain-language
breakdown of why a candidate received a particular score or ranking.

e User Dashboards:
Recruiters are provided with intuitive dashboards that show not only scores
but also the underlying reasoning and any detected bias indicators.

Expert Note:

Explainability is essential for trust. By making every decision transparent, SniperAl
empowers recruiters to make informed, fair choices and provides a clear audit trail
for compliance.

Step 6: Human-in-the-Loop Oversight
Objective: Ensure Al supports, not replaces, human judgement.
e Recruiter Review and Override:

All Al-generated recommendations are subject to human review. Recruiters
can override or adjust shortlists, with all changes logged for transparency.

e Configurable Thresholds:
Recruiters can set or modify minimum match scores and other criteria, with
real-time feedback on how these changes impact fairness across groups.




Expert Note:
Al is a tool, not a replacement for human ethics. SniperAl’s design ensures that
human oversight is always present, closing the loop on potential bias.

Step 7: Continuous Monitoring and Feedback

Objective: Sustain fairness as data, jobs, and candidate pools evolve.

e Live Bias Monitoring:
Automated scripts continuously analyse new data for emerging bias, flagging
any disparities for immediate review.

e Model Retraining with Feedback:
SniperAl is regularly retrained with new data and recruiter feedback,

ensuring it adapts to changing realities and does not drift back into bias.

e Annual Independent Audit:
External experts conduct comprehensive audits, validating that SniperAl
remains fair, effective, and compliant with evolving regulations.

Expert Note:

Bias mitigation is not a “set and forget” process. SniperAl’'s commitment to ongoing
monitoring and independent validation is what makes it a leader in ethical Al
recruitment.

SniperAl’s bias neutralisation framework is a holistic, end-to-end system that
combines data science, domain expertise, and operational controls to deliver
demonstrably fair, explainable, and trustworthy recruitment outcomes.

4. Technical Methods for Bias Detection & Mitigation

SniperAl’s bias neutralisation is not a single mechanism, but a suite of advanced,
interlocking technical methods. Each is designed to address a specific stage or risk
factor in the Al lifecycle, ensuring that bias is not only detected but actively
neutralised before it can impact candidate outcomes. Below, we detail these
methods, their scientific rationale, and their operational role within SniperAl.

4.1. Adversarial Debiasing

What it is:

A technique where the model learns to predict suitability while avoiding signals
linked to protected traits like gender or ethnicity.



How it works:

An “adversary” network tries to detect protected attributes from the model’s
internal data. If it succeeds, the main model is penalised, pushing it to ignore
bias-related cues.

Why it matters:
It helps strip out indirect bias, making the model’s decisions more neutral and blind
to sensitive attributes

4.2. Reweighing and Sample Correction

Whatitis:

A statistical method that adjusts sample influence to ensure equal demographic
representation.

How it works:

Each training example is weighted by its group’s representation; underrepresented groups
get higher weights so the model focuses more on their data.

Why it matters:

Prevents the model from being dominated by majority group patterns, ensuring fair
generalisation.

4.3. Counterfactual Fairness Testing

What itis:
A validation step testing the model’s decisions under hypothetical “what if” scenarios,
specifically, what if a candidate’s protected attribute were different?

How it works:

For each candidate, their protected attribute (e.g., gender) is switched while all other data
remains the same. The model’s output is compared for both versions. If the decision
changes significantly, this flags potential bias for correction.

Why it matters:
This method directly tests the model’s fairness at the individual level, not just in aggregate
statistics.




4.4. Disparate Impact and Intersectional Analysis

Whatitis:

Statistical analysis that measures how often different groups receive positive outcomes
and compares these rates.

How it works:

Selection Rate: Percentage of candidates in each group with positive outcomes.
Impact Ratio: Ratio of each group's rate to the most favoured group.
Intersectional Analysis: Looks at combinations of traits (e.g., Asian women) to find
layered biases.

Why it matters:

Ensures regulatory compliance (like the “four-fifths rule”) and reveals hidden
disparities.

Disparate Impact Analysis:
Real Figures showing the Real Impact

Male 664,848 66.67 0.85
Female 566,352 78.26 1
White 393,984 68.75 0.87
Asian 406,296 72.73 0.92
Middle Eastern/North African 233,928 78.95 1
Hispanic or Latino 196,992 68.75 0.87

4.5. Explainability Tools

W hat they are:

Algorithms and visualisations that make the Al’'s decisions understandable to
humans.

Key Tools:

e SHAP (SHapley Additive exPlanations): Quantifies the contribution of each
feature (e.g., skill, experience) to a candidate’s score.

e LIME (Local Interpretable Model-Agnostic Explanations): Provides clear,
local explanations for individual predictions.



Why it matters:
Transparency is essential for trust, accountability, and regulatory compliance. These
tools allow recruiters to see why a decision was made and to challenge or override
it if necessary.

Actual Analysis: Feature Importance (SHAP Values)

Years of Experience 0.35 1
Key Skills Match 0.29 2
Certifications 0.18 3
Education Level 0.12 4
Employment Gaps 0.06 5

4.6. Continuous Monitoring and Feedback Loops

What it is:

Automated, ongoing statistical checks and human feedback mechanisms that
ensure fairness is maintained as data and job requirements evolve.

How it works:

Real-time scripts monitor selection rates and impact ratios for new data.
Recruiters can provide feedback on questionable recommendations, which is
used to retrain and improve the model.

e Annual independent audits provide an external check on fairness.

Why it matters:

Bias can creep in over time due to changing data or context. Continuous monitoring
ensures that SniperAl remains bias-resistant, not just at launch but throughout its
lifecycle.

4.7. Summary Table: Bias Detection & Mitigation
Techniques

Suppresses the learning of protected
Adversarial Debiasing Model Training attributes




Reweighing Model Training Balances group influence in learning

Counterfactual Testing Validation Detects individual-level bias in decisions
Disparate Impact Measures and compares group selection
Analysis Validation rates

Detects compounded bias across multiple

Intersectional Analysis Validation attributes

SHAP/LIME

Explainability Post-Processing Provides transparency and interpretability
Continuous Monitoring Deployment Detects emerging bias and model drift

Incorporates recruiter insights for ongoing
Human Feedback Loops Deployment fairness

SniperAl’s technical bias controls are not isolated features, but an integrated,
multi-layered defence system. Each method is scientifically validated, operationally
embedded, and continuously improved, ensuring that SniperAl stands at the
forefront of ethical, bias-neutral recruitment Al.

5. Human-in-the-Loop: Oversight & Control

SniperAl’'s commitment to bias-neutral recruitment is not solely the result of
technical innovation; it is equally rooted in the principle that Al should augment, not
replace, human judgement. The “human-in-the-loop” (HITL) paradigm is a
cornerstone of SniperAl’s bias mitigation strategy, ensuring that every automated
decision is subject to human oversight, ethical review, and contextual
understanding. This section details how HITL is operationalised within SniperAl and
why it is essential for sustained fairness.

5.1. The Rationale for Human Oversight

While advanced algorithms can process vast amounts of data and identify patterns
beyond human capability, they lack the nuanced understanding of context, culture,
and ethics that human recruiters bring. Human oversight addresses the following
critical needs:

e Ethical Safeguarding: Al may inadvertently miss subtle, context-dependent
forms of bias or unfairness. Recruiters can identify and correct these edge
cases.



e Regulatory Compliance: Many jurisdictions require that automated hiring
decisions are reviewable and explainable to humans.

e Candidate Trust: Candidates are more likely to trust a process where they
know a human, not just a machine, has reviewed their application.

5.2. Operationalising Human-in-the-Loop in SniperAl

SniperAl integrates human oversight at multiple stages of the recruitment process,
ensuring both accountability and continuous improvement.

A. Recruiter Review and Override

All Al-generated recommendations, such as candidate shortlists or match scores,
are presented to human recruiters before any final hiring decision is made.
Recruiters have the authority to:

e Review Al Recommendations: Examine the Al’s rationale, including feature
importance and decision explanations.

e Override or Adjust Decisions: If a recruiter identifies a contextual factor or
potential bias not captured by the Al, they can adjust the shortlist or
candidate ranking.

e Document Overrides: Every manual adjustment is logged, creating an audit
trail for transparency and future analysis.

B. Configurable Thresholds and Controls

Recruiters are empowered to:

e Set or Adjust Minimum Match Scores: Tailor the selection criteria to specific
roles or organisational priorities.

e Test Threshold Impact: Instantly see how changing thresholds affects the
demographic distribution of shortlisted candidates, helping to avoid
unintended adverse impact.

C. Feedback Loops

Recruiters can flag questionable recommendations or outcomes, providing
qualitative feedback that is fed back into SniperAl’'s model retraining process. This
ensures the system learns from human expertise and adapts to evolving definitions
of fairness.

5.3. HITL Governance Structure



SniperAl’s HITL approach is embedded within a broader governance framework
that includes regular ethical reviews, compliance checks, and stakeholder

engagement.

Table: Human-in-the-Loop Controls in SniperAl

Recruiter Review

Human review of all Al recommendations
before final decision

Catches context-dependent
or subtle bias

Manual Override

Recruiters can adjust or override
Al-generated shortlists

Ensures fairness in edge
cases

All manual interventions are logged and

Accountability and

Audit Trail reviewable transparency

Configurable Prevents systemic exclusion
Thresholds Recruiters can adjust match score cut-offs |of groups

Feedback Recruiter feedback is incorporated into Continuous improvement of
Integration model updates fairness

Ethical Review
Committee

Regular oversight by HR, legal, and D&l
experts

Aligns with best practices
and regulations

5.4. Practical Example: Human-in-the-Loop in Action

Scenario:

The Al recommends a shortlist for a software engineering role. A recruiter notices
that, despite high technical scores, several candidates from underrepresented
backgrounds are missing from the top ranks. Upon review, the recruiter identifies
that certain non-technical features (e.g., gaps in employment due to caregiving) may
have been weighted too heavily. The recruiter adjusts the shortlist, documents the
rationale, and flags this pattern for review. This feedback is then used to recalibrate
the model in future cycles.

5.5. The Value of Human-Al Collaboration

The synergy of SniperAl’s advanced algorithms and human judgement creates a
recruitment process that is:



Transparent: Every decision is explainable and auditable.
Adaptable: The system evolves with human feedback and changing
definitions of fairness.

e Trustworthy: Candidates and stakeholders can have confidence in both the
efficiency and the ethics of the process.

Human-in-the-loop oversight is not an afterthought but a foundational design
principle in SniperAl. By empowering recruiters with control, transparency, and
feedback mechanisms, SniperAl ensures that Al-driven recruitment remains fair,
accountable, and aligned with human values.

6. Continuous Monitoring and Learning

Bias neutralisation is not a one-time achievement but an ongoing commitment.
SniperAl's approach to bias mitigation extends beyond initial design and validation
to include robust continuous monitoring and learning systems. This section details
how SniperAl maintains fairness over time, adapting to changing data patterns,
evolving regulatory requirements, and emerging best practices.

6.1. The Challenge of Model Drift

Al systems are vulnerable to "drift", gradual changes in model performance or
fairness that can occur due to:

e Data Drift: Changes in the distribution of input data (e.g., different candidate
demographics over time).

e Concept Drift: Changes in the relationship between inputs and outputs (e.g.,
evolving definitions of job success).

e Societal Drift: Evolution in societal norms and expectations regarding
fairness and bias.

Without continuous monitoring, even a perfectly fair model at launch can develop
bias over time. SniperAl addresses this challenge through a multi-layered
monitoring framework.

6.2. Real-Time Statistical Monitoring

SniperAl implements automated statistical checks that continuously analyse model
outputs for signs of emerging bias:

e Disparate Impact Tracking: The system monitors selection rates and impact
ratios across demographic groups in real-time, flagging any metrics that
approach the critical 0.8 threshold.



e Trend Analysis: Statistical tests identify significant changes in group
outcomes over time, even before they reach problematic levels.

e Anomaly Detection: Machine learning algorithms identify unusual patterns
in candidate evaluations that may indicate emerging bias.

Table: Real-Time Monitoring Metrics

Detailed review, potential model
Impact Ratio < 0.85 (approaching 0.8) |adjustment
Selection Rate > 5% Investigation of the cause, validation of
Change month-over-month fairness
Feature Importance [> 10% for any key Review for potential proxy variables or
Shift feature data issues
Recruiter Override > 15% of Analysis of override patterns, model
Rate recommendations recalibration

6.3. Feedback Integration and Model Retraining
SniperAl uses human input to boost fairness over time:

e Recruiter Feedback: Overrides and adjustments help flag improvement
areas.

e Candidate Feedback: Used (when available) to assess fairness.

’ “

e Hiring Outcomes: Long-term success data refines the model’s “success”
definition.

This feeds into retraining:

e Collect: Gather feedback and results.
e Analyse: Spot patterns and gaps.
e Retrain: Adjust parameters or fairness rules.

e Validate: Ensure gains in fairness without performance loss.




6.4. Regulatory and Best Practice Updates
SniperAl stays compliant and current through:

e Monitoring laws like NYC Local Law 144 and global equivalents.
e Incorporating new research in Al fairness.

e Benchmarking against industry best practices.
New insights are folded into the bias mitigation framework.

6.5. Annual Independent Audits
Beyond internal checks, SniperAl is audited yearly by experts like Cloudserve
Systems to:

e Confirm compliance with key laws.
e Analyse fairness across demographics.
e Evaluate governance of bias controls.

e Recommend upgrades for greater transparency and equity.
Audit outcomes are shared and used for ongoing improvements.

6.6. The Learning Cycle: From Monitoring to
Improvement

SniperAl's continuous learning process follows a structured cycle:
Table: SniperAl's Continuous Learning Cycle

Statistical checks, user feedback Early detection of potential
Monitor collection, and regulatory tracking issues

Root cause analysis, pattern
identification, and impact Understanding of bias sources
Analyse assessment and mechanisms




Model retraining, threshold
recalibration, feature engineering Technical improvements to
Adjust refinement fairness

Statistical testing, user acceptance
Validate testing, and independent review Confirmation of effectiveness

Update documentation,
communicate changes, and maintain |Transparency and
Document audit trail accountability

SniperAl's approach to bias neutralisation extends far beyond initial design to
encompass a comprehensive system of continuous monitoring, feedback integration,
and model improvement. This commitment to ongoing learning ensures that
SniperAl remains at the forefront of ethical Al recruitment, adapting to new
challenges and maintaining fairness over time.

7. Summary Table: Bias Controls in SniperAl

SniperAl’s approach to bias mitigation is holistic, multi-layered, and rigorously
validated. Each stage of the candidate evaluation process is fortified with specific
controls designed to detect, neutralise, and prevent bias. The following summary
tables distil the core mechanisms and their operational impact, providing a
knowledge blueprint for stakeholders seeking assurance of SniperAl’s fairness and
compliance.

7.1. Overview Table: Bias Control Measures Across the
Al Lifecycle

Diverse sampling,

anonymisation, Balanced
and data Prevent historical/sampling |representation of
Data Collection |balancing bias gender, ethnicity, etc.

Exclusion of

proxies, Exclude university
Feature standardisation Prevent names, standardise
Engineering via NLP measurement/feature bias |skill extraction
Adversarial Suppress learning of Penalise model for
debiasing, protected attributes, inferring

Model Training |reweighing balance data gender/ethnicity




Disparate impact
& intersectional

Empirically verify fairness

Impact ratio, selection
rate, intersectional

Explainability

dashboards

Model Validation|analysis across groups checks
SHAP, LIME, Show feature
recruiter Ensure transparency, importance for each

support human review

decision

Recruiter review,

Recruiter can adjust the

Human manual override, [Catch context-specific or shortlist, and all
Oversight audit trail subtle bias changes are logged

Real-time

statistical checks, Alerts for impact ratio
Continuous feedback Detect & correct emerging |drop, retraining with
Monitoring integration bias or drift feedback
Independent Annual External validation of Cloudserve Systems
Audit third-party audit [fairness and compliance audit, public reporting

7.2. Key Metrics Monitored for Bias

Selection Rate

% of group receiving
positive outcome

No group <80% of
the top group

Trigger a review if
the threshold is
breached

Impact Ratio

Group selection rate / top
group selection rate

>0.8 (“four-fifths
rule”)

Model recalibration if
below the threshold

Recruiter Override
Rate

% of Al recommendations
manually changed

<15% (target)

Investigate if
consistently
exceeded

Feature
Importance Shift

Change in key feature
weights over time

<10% per cycle

Review for new
proxy bias

Disparate Impact
(Intersectional)

Selection rate for
combined attributes

No group <80% of
the top group

Additional analysis if
the threshold is
breached

7.3. Real Table: Bias Control Application (Gender &

Ethnicity)



Above threshold,
Male 664,848 66.67 0.85 monitored
Female 566,352 78.26 1 Reference group
Above threshold,
White 393,984 68.75 0.87 monitored
Above threshold,
Asian 406,296 72.73 0.92 monitored
Middle
Eastern/North
African 233,928 78.95 1 Reference group
Above threshold,
Hispanic or Latino 196,992 68.75 0.87 monitored

All groups maintained impact ratios above the regulatory 0.8 threshold, confirming
the effectiveness of bias controls.

7.4. Human-in-the-Loop and Feedback Integration

Catches context-specific
Recruiter Review [Human review of Al recommendations bias
Manual Override [Recruiter can adjust the shortlist Prevents systemic exclusion
Audit Trail All overrides are logged and reviewable |Ensures accountability
Feedback Recruiter feedback used for model Continuous fairness
Integration improvement optimisation

7.5. Continuous Monitoring & Learning Cycle

Monitor Real-time checks, feedback collection Early bias detection

Analyse Root cause analysis, trend identification |Informed corrective action




Adjust Model retraining, threshold recalibration |Technical fairness improvements

Validate Statistical and user acceptance testing Assurance of effectiveness

Update documentation, maintain audit
Document trail Transparency and compliance

SniperAl’s bias controls are not isolated safeguards but an integrated system of
technical, operational, and human-centred checks. This comprehensive approach
ensures that bias is proactively detected, neutralised, and prevented at every stage,
providing recruiters, candidates, and regulators with confidence in the fairness and
integrity of the Al-driven recruitment process.

8. Glossary
1. Adversarial Debiasing:

A machine learning technique where the model is trained to minimise its
ability to predict protected attributes (like gender or ethnicity), ensuring these
do not influence hiring decisions.

2. Al Bias:

Systematic and unfair discrimination in Al outcomes often results from
historical data, model design, or feature selection.
3. Anonymisation:

The process of removing or masking personally identifiable information (Pll)
from data to prevent direct or indirect discrimination.
4. Audit Trail:

A chronological record of all actions and decisions (both Al and human) taken
during the recruitment process, ensuring transparency and accountability.
5. Counterfactual Fairness Testing:

A validation method where protected attributes are altered (e.g., changing a
candidate’s gender) to ensure the model’s decisions remain consistent and
fair.

6. Disparate Impact:

A situation where a process or system disproportionately affects a protected
group, even if unintentionally.
7. Feature Engineering:

The process of selecting, transforming, and creating input variables (features)
for use in machine learning models.



10.

M.

12.

13.

14.

15.

16.

17.

18.

Impact Ratio:

The ratio of the selection rate for a particular group to that of the most
favoured group. A value below 0.8 typically signals potential adverse impact.
Intersectional Analysis:

The examination of bias across combinations of protected attributes (e.g.,
ethnicity and gender together) to detect compounded or hidden disparities.
LIME (Local Interpretable Model-Agnostic Explanations):

A technique that explains individual Al predictions by approximating the
model locally with an interpretable one.
Model Drift:

The gradual degradation of a model’s performance or fairness over time due
to changes in data patterns or external factors.
Natural Language Processing (NLP):

A branch of Al that enables machines to understand, interpret, and generate
human language, used by SniperAl to parse and analyse CVs.
Protected Category Variables (PCVs):

Demographic attributes protected by law (e.g., gender, ethnicity, age) are
used to monitor and mitigate bias.
Recruiter Override:

The ability for human recruiters to adjust or override Al-generated
recommendations, ensuring human judgement remains central.
Reweighing:

A statistical technique that adjusts the influence of different groups in
training data to ensure balanced model learning.
Selection Rate:

The percentage of candidates from a group who receive a positive outcome
(e.g., shortlisted) in the Al screening process.
SHAP (SHapley Additive exPlanations):

A method that quantifies the contribution of each input feature to a model’s
prediction, enhancing transparency.
Thresholding:

Setting a cut-off score in Al models to distinguish between positive and
negative outcomes.

9. Conclusion

SniperAl by Recruitment Smart leads ethical Al recruitment by embedding bias
mitigation across its technology and processes. Ilts multi-layered



framework,spanning diverse data, adversarial debiasing, explainability, and human
oversight, ensures fair and efficient hiring.

With continuous monitoring, feedback loops, and independent audits, SniperAl
evolves with changing data, societal norms, and regulations, ensuring merit-based
evaluations free from systemic bias.

By blending cutting-edge Al with transparent governance, SniperAl helps
organisations build diverse, high-performing teams while upholding fairness,
accountability, and trust.
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