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Le développement de I'apprentissage machine (machine lear-
ning) au cours des dix derniéres années s’est avéré utile dans de
nombreux domaines afin de faciliter I'aide a la décision, particu-
lierement dans un contexte ou les données sont abondantes et
disponibles, mais difficilement manipulables par les humains.

Dans le secteur financier, les algorithmes sont couramment
utilisés par les opérateurs a haute fréquence, les gestionnaires
d’actifs ou les hedge funds pour tenter de prédire I’évolution des
marchés financiers.

Le secteur assurantiel ne fait pas exception a la régle. Les
assureurs recourent de plus en plus a une segmentation fine de
leurs assurés ou futurs clients pour les catégoriser dans des sous-
groupes homogénes en termes de risques et ainsi individualiser
les tarifs de leurs contrats en fonction des risques encourus.
Cependant, le recours massif aux algorithmes et a des outils
fonctionnant avec de I'Intelligence Artificielle (IA) par les actuaires
pour segmenter les assurés remet en cause le principe méme sur
lequel se base I'assurance, a savoir la mutualisation des risques
entre tous les assurés.

Jean-Michel Beacco
Délégué général
de I'Institut Louis Bachelier

Dans ce contexte, ou le numérique est davantage exploité, plusieurs problématiques se posent,
dont : comment le business model du secteur doit-il évoluer si I'individualisation se massifie au
détriment de la mutualisation? Comment les assureurs peuvent-ils effectuer de la segmentation
sans appliquer de critéres discriminatoires? Quels sont les biais a éviter dans la construction
d’algorithmes? Quid des critéres d’équité, une notion a la fois abstraite, mais trés ancrée dans
notre société ?

Dans ce nouveau numéro de la collection Opinions & Débats, Arthur Charpentier, un chercheur
spécialisé dans les questions liées au secteur assuranciel et aux données massives, a réalisé un
travail complet pour tenter de répondre aux enjeux posés par les notions de discrimination, de biais
et d’équité dans les assurances. Outre les débats trés intéressants posés par ces sujets, Arthur
a effectué une revue exhaustive de la littérature académique existante, tout en y apportant des
démonstrations et explications mathématiques.

Bonne lecture!
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Dans ce rapport, conformément a I'usage dans la littérature, le genre sera souvent utilisé comme
variable “protégée” pour illustrer différentes notions en lien avec les discriminations, et sera traité
comme une variable binaire (prenant deux valeurs “homme” et “femme”). Il ne s’agit aucunement
d’une prise de position contre le concept de “non-binarité” (ou “genderqueer” en anglais) utilisé en
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Le titre de ce rapport, Assurance : biais, discrimination et équité fait écho a Bertail et al. 2019.
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Résumé

Les données massives et les performances obtenues par les algorithmes d’apprentissage automa-
tique ont chamboulé I'assurance et I'actuariat. Les questions soulevées par ces nouveaux outils
dans d’autres contextes (que ce soit la justice prédictive (ou justice “actuarielle” comme I'appelle
Harcourt 2008) ou les débats sur les fake news, en passant par les véhicules autonomes et la mé-
decine prédictive) poussent les actuaires au doute, et a la méfiance. Kranzberg 1986 affirmait que
“technology is neither good nor bad; nor is it neutral”, mettant en avant que, méme sans mauvaises
intentions, les algorithmes d’apprentissage pouvaient étre injustes. Et corriger ces possibles injus-
tices n’est pas simple. Pour Nielsen 2020 “technology does not necessarily self-regulate, via either
market or social pressures” (la main invisible des marchés ou de la pression sociale ne suffira peut
étre pas). C'est dans ce contexte que nous allons revenir ici sur les problématiques de biais, de
discrimination et d’équité, des modéles prédictifs utilisés en assurance. Ces changements, tant sur
les données que sur les modéles, que I’'on observe depuis une petite dizaine d’années, avaient déja
questionné I'existence méme de I'assurance. Pour Loffler et al. 2016 “this leads to demutualization
and a focus on predicting and managing individual risks rather than communities”, 'individualisa-
tion de plus en plus grande des primes force a s’interroger sur I'avenir de la mutualisation, et de la
solidarité entre assurés. Les problémes de discrimination sont alors a envisager dans ce contexte
de perte de solidarité. Car paradoxalement, la discrimination n’a de sens qu’en voyant I'individu en
tant que membre d’un groupe caractérisé par un trait partagé (les femmes, les personnes d’origine
étrangeres, les personnes agées, etc).

Ce principe de mutualisation des risques se traduit par le fait que I'assurance est “the contribution
of the many to the misfortune of the few”. De par l'inversion du cycle de production, I'assureur
vend au souscripteur une promesse d’indemnisation, dans le futur, d’un risque aléatoire, en
échange du paiement d’une contribution “juste” ou “équitable”, a priori proportionnelle au risque
de l'assuré (Thiery et Van Schoubroeck 2006 parleront d’équité actuarielle). Le vrai facteur de
risque sous-jacent étant une information non observable lors de la signature du contrat, I'assureur
va construire des algorithmes prédictifs, a partir d’information disponible, pour prédire la fréquence
de sinistre, le colt des sinistres, mais aussi la probabilité de frauder, ou la probabilité de souscrire
une garantie supplémentaire par exemple. En ne voyant plus un groupe d’assurés comme une
mutualité parfaitement homogéne, les actuaires ont utilisé des algorithmes de plus en plus
fins pour créer des sous-groupes davantage homogénes. Avec le développement des techniques
d’apprentissage machine, I'idée de personnalisation, d’individualisation (trés présente dans la
communauté informatique depuis plusieurs années, comme le soulignaient Adomavicius et Tuzhilin
2005 avec des “profils” individualisés) fait son chemin, et pousse les assureurs a démutualiser
de plus en plus. “At the core of insurance business lies discrimination between risky and non-
risky insureds” avait affirmé Avraham 2017. Aussi, d’un co6té, I'opération d’assurance reléve de
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la technique et a fondamentalement une dimension collective, reposant sur la mutualisation des
risques au sein de groupes de risques homogénes. Les systémes de classification des assurances
reposent sur I’hypothése que les individus répondent aux caractéristiques moyennes (stéréotypées
d’une certaine maniére) d’'un groupe auquel ils appartiennent. C'est la discrimination au sens
statistique (mise en ceuvre par des outils statistiques puis économétriques). De plus, le contrat
d’assurance reléve du droit, et a une dimension individuelle. En ce sens, un individu ne peut étre
traité différemment en raison de son appartenance a tel ou tel groupe, en particulier a un groupe
auquel il n’a pas choisi d’appartenir, sinon c’est de la discrimination, au sens légal du terme. Et
dans le contexte de données de plus en plus massives, et d’algorithmes prédictifs de plus en
plus complexes (pour ne pas utiliser le terme de “boite noire”), il est devenu de plus en plus
difficile de garantir que les assureurs demandent une contribution “juste” aux souscripteurs de
polices d’assurance.

Réfléchir aux égalités de traitement des assurés revient a s’interroger sur la possibilité méme de
souscrire un contrat, en vue d’'une couverture, mais aussi a I'idée de demander une prime non
prohibitive, et non dissuasive. Car contrairement a ce que nous apprennent les mathématiques
financiéres (et I’hypothése de marchés complets, Froot et al. 1995), il n’existe pas en assurance de
loi du prix unique, le prix d’un risque étant vu au travers d’'une mutualité d’assurés, et d’un modéle
de tarification. De plus, les souscripteurs n’achétent pas “une assurance”, mais une garantie
de couverture contre certains risques. Si certaines garanties sont souscrites majoritairement par
certaines populations, et pas par d’autres, la différence de prix ne correspond pas forcément a
une discrimination, stricto sensu. C'est dans ce contexte que nous allons discuter des biais, des
discriminations et de I’équité en assurance.

Les données, de plus en plus massives, posent de nombreux défis. Tout d’abord, la réglementation
cherche a protéger des informations dites sensibles ou protégées, interdisant parfois de collecter
et de stocker certaines variables. Le principal danger est qu’il devient alors difficile d’assurer
qu’un modéle ne discrimine pas suivant un critére, si ce critére n’est pas observé. Poser un voile
d’ignorance sur certaines caractéristiques ne suffit pas pour imposer I'équité d’'un modéle, et ne
sert qu’a masquer un potentiel probléme (ou comme I'affirmaient Kearns et Roth 2019, “machine
learning won't give you anything like gender neutrality ‘for free’ that you didn’t explicitely ask
for”). Un autre défi est celui des innombrables biais des données collectées a travers toutes
sortes de sources (questionnaires, objets connectés, données obtenues via différentes sources,
etc). Parmi ces derniers, on peut mentionner les biais de variable manquante, les biais de
définition ou d’interprétation, les biais de mesure, les biais de survie, les biais de rétroaction,
etc. Ces “dark data” (pour reprendre le terme utilisé par Hand 2020) forcent a s’interroger sur la
pertinence d’une classification des risques, certaines discriminations étant parfois percues sur la
base d’informations biaisées, ou mal interprétées. Si le genre du conducteur principal a longtemps
été utilisé par les assureurs, on peut s’interroger sur sa signification dans un couple (hétérosexuel)
partageant une voiture. On retrouve ici la difficulté de la définition des variables, bien connue
par les statisticiens. On reviendra ainsi sur le paradoxe de Simpson et I'inférence écologique
(en anglais, on parle d’ecological fallacy) ou I'absence de certaines variables peut donner une
interprétation fausse, fallacieuse, sur le sens d’une potentielle discrimination. Et dans le contexte
d’assurance, les données télématiques, et les mécanismes incitatifs de type “gamification” posent
des questions sur les biais de rétroaction, les assureurs ayant la possibilité d’influencer directement
les comportements de tel ou tel assurés, sur la base de données arrivant en temps réel. On
retrouve ici une forme de biais de sélection, ce dernier signifiant simplement que les données
historiques ont été collectées sur des personnes qui ont choisi de souscrire un contrat et qui ont
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été acceptées par un assureur au préalable (potentiellement sur la base d’un précédent modéle).
Tout comme I'analyse de la fraude ne peut pas se faire de la méme maniére, si les enquétes en lien
avec la fraude sont menées de maniére aléatoire ou si elles reposent sur un modéle préalable
de détection de fraude. On retrouve les débats classiques entre les données d’expériences
(souvent randomisées, pour reprendre le terme anglais) et les données administratives ou
observationnelles.

On I'a déja mentionné, une notion centrale sera celle de discrimination, terme particuliérement
ambigu, puisque les actuaires utiliseront la version statistique du terme (on peut penser a I'analyse
discriminante introduite par Ronald Fisher), alors que les juristes y voient un traitement inégal et
défavorable appliqué a certaines personnes en raison de certains criteres. Méme s'il existe des
différences culturelles, entre les pays, on retrouvera souvent un certain nombre de caractéristiques
protégées (par la morale, ou par la loi) comme le genre ou le sexe de la personne, la race ou I'origine
nationale ou ethnique, le handicap et toute information génétique, etc. Ces critéres sont parfois
présentés comme des clubs dans lesquels on tombe a la naissance, pour reprendre I'expression
de Macnicol 2006 (qui font aussi écho au concept de “voile d’'ignorance” et de “loterie génétique”).
D’autres critéres comme I’dge sont plus complexes car un assuré traversera tous les ages au cours
de savie: s’ilya une “discrimination” contre les jeunes, I'assuré en souffrira a 20 ans alors qu’il est
dans le groupe défavorisé, avant de passer progressivement dans le groupe privilégié (sans évoquer
une possible solidarité inter-générationnelle). Enfin, des critéres relévent davantage de choix, plus
ou moins conscients. Une premiére difficulté est que de nombreuses discriminations ne sont pas
intentionnelles. Pire encore, contrairement a ce qui peut exister dans la littérature traditionnelle sur
les discriminations (ou des proxys sont potentiellement utilisés a la place d’une variable sensible,
comme le redlining ou les quartiers d’une ville sont un proxy d'une information éthique et raciale), en
assurance, certaines variables sensibles (comme le genre) ont longtemps été utilisées comme proxy
d’informations difficilement accessibles (comme des informations comportementales en matiére
de conduite automobile). Une autre difficulté repose sur un probléme classique en grande
dimension, et sur la multicolinéarité des variables prédictives. Ceci peut donner lieu a une
discrimination par proxy (parfois appelée discrimination statistique ou discrimination indirecte
dans les directives européennes en lien avec la discrimination), qui consiste a utiliser une
variable trés corrélée a la variable protégée. L'utilisation intensive de proxys (non détectées)
dans le développement de modéles a soulevé des inquiétudes quant a I'équité. Et
I’enrichissement de données rajoute de plus en plus de variables pouvant étre vues comme
engendrant une discrimination indirecte.

La derniére notion que nous décrirons est la notion d’équité d’un modéle prédictif. Aprés un rapide
survol des concepts de justice, nous présenterons les mesures classiques d’équité qu’il est possible
d’utiliser pour quantifier 'ampleur d’une possible discrimination. Si on formalise rapidement, on
dispose d'un triplet (y, x,p), ol y est une variable d’intérét (nombre de sinistres, colt
annuel, nombre de visites chez le médecin, etc), * un ensemble de variables explicatives
admissibles, utilisées pour prédire y, et p une variable sensible, ou protégée (supposée unique,
ici). Construire un modéle prédictif y = m(x) en utilisant seulement les variables = et pas
p ne suffit pas a garantir que le modéle ne puisse pas discriminer suivant p, tout simplement
car p peut étre trés corrélée a certaines caractéristiques x (on retrouve l'idée de proxy).
Barocas, Hardt et al. 2019 notent que les grands principes associés a I'équité se traduisent (1)
par une indépendance entre y et p, autrement dit la prédiction n’a rien a voir avec le groupe
de p (2) par une notion de séparation : y est indépendante de p étant donné y, et (3) une
notion de suffisance : y est indépendante de p étant donné y. Ces principes vont se traduire par
différentes notions d’équité de groupe, les plus populaires étant la parité démographique et la
notion d’égalité des chances.

Ces notions (dites de groupe), trés populaires et largement utilisées (par exemple sur le marché
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du travail, aux Etats—Unis) sont a distinguer des approches individuelles qui émergent dans la
littérature scientifique, inspirées des techniques d’inférence causale et visant a chercher a un
contrefactuel afin de répondre a la question que se serait-il passé si I'assuré avait la
caractéristique p = 1 au lieu de p = 07? (si on suppose que la variable protégée est binaire, p
€ {0,1}). C’est une relation causale entre la variable sensible p et la variable de risque ¥, qui peut
Iégitimer une discrimination statique, comme le suggérait la Commission Européenne, qui proposait
d’autoriser “des différences proportionnelles dans les primes et les prestations des particuliers
lorsque !'utilisation du sexe est un facteur déterminant dans I'évaluation du risque, sur la base
de données actuarielles et statistiques pertinentes et précises”. Néanmoins, la présence de
proxys pose de nombreux défis, car I'approche contrefactuelle usuelle (consistant a changer la
variable protégée p seulement, ceteris paribus) n’a pas de sens en grande dimension, en
présence de proxys fortement corrélés a la variable sensible : une intervention (conceptuelle et
fictive) sur la variable sensible p doit avoir un impact sur une ou plusieurs variables prédictives x,
et donc sur la prévision.

D’autres concepts seront aussi évoqués ici, sans pour autant faire I’'objet de chapitres spécifiques,
comme la responsabilité. En effet, si un algorithme reproduit ce qu’il observe dans les données,
peut-il étre jugé responsable de reproduire les biais sociaux? Sous un angle épistémologique, on
demandait historiquement aux modéles de bien “décrire le réel” (ou disons le réel tel qu'il
apparait dans les données, on parlera d’accuracy en apprentissage statistique), c’est-a-dire “ce
qui est”, alors gu’en introduisant une dimension morale et éthique, on demande que le modéle soit
en accord avec ce qui “devrait étre”, suivant une norme éthique (la fameuse opposition “is-ought”
de Hume 1739), ou entre la “normalité” statistique opposée a la norme morale. L'autre souci est
que pour quantifier I'équité, il convient d’avoir accés a ces données personnelles, privées et
sensibles, ce qui renvoie aux discussions sur la vie privée (ou privacy) et la conformité (ou
compliance). Finalement, on le verra tout au long du rapport, ces discussions autour de la
discrimination, des biais et de I'’équité sont trés proches de celles portant sur I'interprétation des
modéles prédictifs et de la notion d’explicabilité. Cet aspect narratif de la construction de modéle
est important, en particulier lorsque 'on cherche a créer des graphs causaux dirigés afin de
comprendre les liens entre la variable protégée p, les possibles variables prédictives x et la
variable d’intérét y. Mais en grande dimension, cet exercice devient vite impossible. En affirmant
que “all models are wrong but some models are useful”, Georges Box insistait sur I'aspect
narratif de la modélisation, sur l'interprétation qui en découle. Une compréhension fine des
données et des modéles est aujourd’hui indispensable, I'époque des calculs froids et objectifs (ou
supposés objectifs) des actuaires semblant révolue.

L’étude reflete les vues personnelles de leur auteur et n’exprime pas nécessairement la
position de I'Institut Louis Bachelier et du Laboratoire d’Excellence Louis Bachelier Finance
et croissance durable.
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Chapitre 1

Introduction et motivations

1.1 Motivations

Aprés plusieurs mois d’enquétes, Angwin et al. 2016 revenaient sur I'outil Correctional Offender
Management Profiling for Alternative Sanctions, ou COMPAS, largement utilisé comme outil d’aide
a la décision aux Etat-Unis pour évaluer le risque de récidive d’un criminel, dans le cadre d’une
série intitulée Machine Bias (et sous-titrée Investigating Algorithmic Injustice). Depuis, de nombreux
ouvrages et articles sont revenus sur les points soulevés par cet article, a savoir le pouvoir
grandissant pris par ces outils prédictifs d’aide a la décision, leur opacité qui ne cesse de croitre,
les discriminations qu’elles reproduisent (ou amplifient), les données “biaisées” utilisées pour
entrainer ou calibrer ces algorithmes, et le sentiment d’injustice engendré. Les données massives
et I'apprentissage machine ont été I'occasion de redécouvrir un sujet abordé par les juristes, les
économistes, les philosophes et les statisticiens depuis au moins cinquante ans. Nous allons revenir
ici sur ces réflexions, les éclairer d’'un regard nouveau, en mettant ’emphase sur I'assurance, et
en étudiant les réponses possibles. Les juristes, en particulier, ont beaucoup discuté ces modéles
prédictifs, cette “justice actuarielle” comme 'appellent R. G. Thomas 2007, Harcourt 2011, Gautron
et Dubourg 2015 ou Rothschild-Elyassi et al. 2018.

L'idée des biais et de la discrimination algorithmique n’est pas nouvelle, comme en témoigne
Pedreshi et al. 2008, par exemple. Mais depuis, les exemples ne cessent de se multiplier : “A.l.
Bias Caused 80 % Of Black Mortgage Applicants To Be Denied” (Hale 2021), ou “How the use
of A.l runs the risk of re-creating the insurance industry’s inequities of the previous century”
(Ito 2021). Poursuivant I'analyse de David 2015, McKinsey 2017 annoncait que l'intelligence
artificielle allait bouleverser le monde du travail (y compris dans les secteurs de 'assurance et de la
banque, Mundubeltz-Gendron 2019) en particulier pour remplacer un travail (humain) répétitif peu
reluisant . Ces remplacements soulévent des questions, et forcent le marché et le régulateur a la
prudence : pour Reijns et al. 2021, “the Dutch insurance industry makes it a mandate”, dans un
article portant sur ethical artificial intelligence, et en France, Défenseur des droits 2020 rappelait
que “les biais algorithmiques doivent pouvoir étre identifiés puis corrigés” car “la non-discrimination

1. Méme si cela semble exagéré, car au contraire, ce sont souvent des humains qui effectuent les taches répétitives
pour aider des robots : “dans la plupart des cas, la tache est répétitive et machinale. L’'un des travailleurs a expliqué
qu’il avait un jour da écouter des enregistrements pour trouver ceux contenant le nom de la chanteuse Taylor Swift afin
d’enseigner a I'algorithme qu’il s’agit d’une personne” comme le rapportait Radio Canada en avril 2019.
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n’est pas une option, mais renvoie a un cadre juridique”. Bergstrom et West 2021 notaient, avec
un brin d’ironie, qu’il y avait du monde pour rédiger une déclaration des droits des robots, ou a
la conception de moyens de protéger I’numanité contre les machines super-intelligentes, de type
Terminator, mais qu’entrer dans les détails de 'audit algorithmique est souvent pergu comme
ennuyeux, mais indispensable : “to address the problems that Al is creating now, we need to
understand the data and algorithms we are already using for more mundane purposes”.

Masquer un probléme le résout rarement, méme si c’est la solution qui a longtemps été préconisée
pour lutter contre les discriminations. Comme I'ont montré Budd et al. 2021, revenant sur une
expérience d’Amazon, supprimer les noms des CV, pour éliminer la discrimination entre les
hommes et les femmes, ne fonctionne pas, puisqu’en cachant le nom du candidat (ou de la
candidate), I'algorithme a continué de choisir préférentiellement des hommes plutdét que des
femmes. Pourquoi? Tout simplement parce qu’Amazon a entrainé I'algorithme a partir de ses
CV existants, avec une sur-représentation des hommes, et certains éléments d’'un CV (outre le
nom) peuvent révéler le genre d’une personne, par exemple un diplédme d’une université pour
femmes, I'appartenance a une organisation professionnelle féminine, ou un passe-temps ou les
sexes sont représentés de maniére disproportionnée. Des proxys plus ou moins corrélés a la variable
“protégée” peuvent entretenir une forme de discrimination.

Dans ce document, nous allons revenir sur ces questionnements, en nous limitant aux modéles
actuariels dans un contexte assurantiel, et presque exclusivement, la tarification de contrats
d’assurance. Seligman 1983 posait la question simple suivante : “if young women have fewer
automobile accidents than young men — which they do — why shouldn’t the women get a better
rate ? If the industry’s experience shows — as it does — that women spend more time in the hospital
why shouldn’t women pay more for”. Ce type de question sera le point de départ des réflexions que
nous aurons ici. Paraphrasant Georges Clémenceau qui affirmait (en 1887) que “la guerre, c’est une
chose trop grave pour la confier a des militaires”, Wortham 1985 affirmait que la segmentation en
assurance ° était une tache trop importante pour étre laissée aux actuaires. Vingt-cinq années plus
tard, on peut se demander s’il n’est pas encore plus grave de la laisser a des algorithmes, et de
clarifier le role des actuaires dans ces débats. Dans cette introduction, nous allons commencer
par revenir sur la segmentation en assurance, et les fondements de la tarification actuarielle des
contrats d’assurance. Nous reviendrons ensuite sur les différents termes mentionnés dans le titre,
a savoir la notion de biais, de discrimination et d’équité (ou en anglais, de “fairness”), tout en
proposant une typologie des modéles prédictifs et des données (en particulier des données dites
“sensibles”, pouvant étre en lien avec une possible discrimination).

1.2 Fondements de la tarification actuarielle

L’activité d’assurance “se caractérise par un cycle inversé de production : en contrepartie d’une
prime dont le montant est connu a la souscription du contrat, I'assureur s’engage a couvrir un
risque dont il ignore la date de réalisation et le montant ”, selon la définition de Tendil 1998. Et
pour se faire, I'assureur va rassembler les risques au sein d’une mutualité. “Le secret universel
de l'assurance est [donc] le regroupement d’un grand nombre de contrats d’assurance au sein
d’une mutualité, pour que se réalisent des compensations entre les risques sinistrés et ceux pour
lesquels I'assureur aura percu des primes sans avoir di régler des prestations”, comme I'affirmait

2. On parlera, en anglais, de “insurance classification”.
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Petauton 1998. Pour reprendre la formulation de Chaufton 1886, I'assurance est la “compensation
des effets du hasard par la mutualité organisée suivant les lois de la statistique”.

En allant un peu plus loin, I'assurance n’élimine pas le risque, elle le déplace, et ce transfert se fait
en accord avec une philosophie sociale choisie par I'assureur. En raisonnant au sens large, en plus
des “mutuelles” et des “compagnies d’assurance”, on peut inclure les “assurances publiques”. Ces
assurances publiques, comme le rappelle Ewald 1986, visent a transférer le risque des individus
vers un groupe social plus large, en “socialisant”, ou en redistribuant le risque de maniére “plus
équitable” au sein de la population. A fortiori, des individus a faible risque paient des primes
d’assurance a un taux plus élevés que leur profil de risque ne le suggérerait, méme si cela semble
“inefficace” sous un angle économique. L'assurance sociale, organisée selon des principes de
solidarité, ou I'accés et la couverture sont indépendants du statut de risque, et parfois de la capacité
a payer (“ability to pay” comme le note Mittra 2007, méme si dans de nombreux cas, la prime est
proportionnelle au revenu de I'assuré) est généralement fournie par des entités publiques plutot
que privées. “For certain social goods, such as healthcare, long-term care and perhaps even basic
life assurance attached to a mortgage, it may simply be inappropriate to provide such products
through a mutuality-based model that inevitably excludes some individuals” car “primary social
goods, because they are defined as something everybody has an inalienable right or entitlement
to, cannot be distributed through a system that excludes individuals based on their risk status or
ability to pay”. Les mutuelles sont souvent vues comme un intermédiaire entre ces assurances
publiques, et les compagnies d’assurance a but lucratif.

Et comme le souligne Lasry 2015, “I'assurance est depuis longtemps confrontée a un dilemme :
d’une part, mieux connaitre un risque, c’est mieux le tarifer; mieux connaitre les facteurs de
risque peut aussi permettre d’encourager la prévention; d’autre part, la mutualisation, qui est le
fondement de I'assurance, ne peut subsister dans la plupart des cas que dans une situation de
relative ignorance (voire d’une obligation Iégale d’ignorance)”. Les actuaires vont alors chercher
a classifier ou segmenter les risques, tout reposant sur I'idée de mutualisation. Nous reviendrons
sur le formalisme mathématique de ce dilemme. De Pril et Dhaene 1996 (repris en francais dans
Corlier 1998) soulignaient que la segmentation est “une technique que I'assureur utilise pour
différencier la prime et éventuellement aussi la couverture, en fonction d’un certain nombre de
caractéristiques spécifiques du risque a assurer [ci-aprés appelés critéres de segmentation] et ce
aux fins de parvenir a une meilleure concordance entre le codt estimé du sinistre et les frais qu’une
personne déterminée met a charge de la collectivité des preneurs d’assurance et la prime que cette
personne doit payer pour la couverture offerte”.

La souscription est le terme utilisé pour décrire le processus de décision par lequel les assureurs
déterminent s’ils vont offrir, ou refuser, une police d’assurance a un individu sur la base des
informations disponibles (et le montant demandé). Gandy 2016 affirme que “droit de souscription”
(“right to underwrite”) est fondamentalement un droit a la discrimination. En France, “sélection des
risques” a un sens légal assez particulier, comme le rappel I'encadré suivant.

15



r—[Assurance & sélection des risques, par Rodolphe Bigot 3} ~\

L’opération d’assurance et la mutualisation sous-jacente reposent sur ce qu’on appelle la sélection des risques.
Mises a part la plupart des assurances collectives qui consistent en une sorte de mutualisation dans la
mutualisation, I'assureur refuse ou accepte ainsi chaque candidat a I'assurance a entrer dans la mutualisation
constituée du groupe des assurés. Cette sélection des risques « cantonne la mutualisation aux assurés acceptés
par I'assureur qui est encore considéré, dans le droit du contrat d’assurance, comme celui qui accepte le contrat
qui lui est proposé par le candidat a I'assurance » (Monnet 2017, p. 13 et suivantes). Rappelons a ce titre que
I’économie de I'opération d’assurance exige de laisser a I'entreprise d’assurance une large liberté d’accepter ou
de refuser le risque qui lui est proposé. Preuves de cette liberté en ce qui concerne I'assurance de personnes, les
dispositions de I'article 225-3 du Code pénal qui excluent du champ de la répression pénale de la discrimination
en matiére de fourniture de biens et de services prévue a I'article 225-2 les « discriminations fondées sur I’état
de santé, lorsqu’elles consistent en des opérations ayant pour objet la prévention et la couverture du risque
déceés, des risques portant atteinte a I'intégrité physique de la personne ou des risques d’incapacité de travail ou
d’invalidité ». Toutefois, n"admettre aucune limite a cette liberté de I'entreprise d’assurance conduirait a chasser
des considérations sociales importantes et a exclure non seulement de I'assurance mais encore des biens et des
services qui y sont liés (tel I'emprunt, donc I'accession a la propriété) les personnes les plus exposées ( Bigot
et Cayol 2020, p. 540). La question du droit a I'assurance se pose ici (Pichard 2006). A cet effet, « accéder a
I'assurance s’entend non seulement de la possibilité méme de souscrire un contrat en vue d’une couverture, mais
peut-étre, également, a un colt économique raisonnable, non prohibitif partant non dissuasif. Dans des sociétés
ou le besoin de sécurité voire le confort est un leitmotiv, le questionnement a tout son sel » (Noguéro 2010, p. 633)

1.2.1 Cas d’une population homogéne

Avant de parler de segmentation, placons-nous dans le cas d’un portefeuille homogéne (les assurés
font face a la méme probabilité d’occurrence d’un sinistre, la méme étendue des préjudices,
la méme somme assurée, etc.) En assurance dommage, I'assureur s’engage (en échange du
versement d’'une prime dont le montant est décidé lors de la signature du contrat) a couvrir les
sinistres qui surviendront dans I'année. Si Y dénote la charge annuelle d’un assuré pris au hasard,
la “prime pure” est alors définie * par E[Y]. Si on considére le risque de perdre 100 avec une
probabilité p (et rien avec probabilité 1 — p), la prime pure de ce risque (les économistes parleraient
de loterie) est alors 100p. La prime d’un contrat d’assurance est alors proportionnelle a la probabilité
d’avoir un sinistre. Aussi par la suite, nos exemples se limiteront souvent a I’estimation de cette
probabilité. Dans un contrat d’assurance de personne, la période de couverture est plus longue, et
il convient d’escompter les payements futurs °. Par exemple, considérons un contrat d’assurance
déces qui verserait 100 lors du décés d’une personne (a ses ayant-droits) : si T" est la durée de
vie résiduelle (aléatoire) d’'un ou d’une assurée, a la souscription du contrat, alors la prime pure
correspond a la valeur actuelle probable des flux futurs, soit

1=y 20 ey,

100 Z
= (1+r)t

mEE

3. Maitre de conférences en droit privé, UFR de Droit, Le Mans Université, membre du Thémis-UM et Ceprisca.

4. Denuit et Charpentier 2004 revient sur le formalisme mathématique qui autorise cette écriture, en particulier
I'espérance est calculée suivant une probabilité P correspondant a la probabilité “historique” (il n’y a pas de loi du
prix unique en assurance, contrairement a I'approche classique en finance de marché, au sens de Froot et al. 1995).
L’assurance, comme |'économétrie, vit dans un monde probabiliste, peut étre contrairement a de nombreux algorithmes
d’apprentissage machine, qui peuvent fonctionner sans modéle probabiliste, comme le note Charpentier, Flachaire et al.
2018.

5. Sans escompte, le décés étant (a horizon temporel infini) certain, la prime pure serait exactement le montant du
capital versé aux ayant-droits.
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pour un taux d’escompte r. Mais cette hypothése de risques homogénes est clairement trop forte
dans de nombreuses applications en assurance, par exemple dans le cas de I'assurance déces, car
la loi de T devrait dépendre (par exemple) de I’age de I'assuré a la souscription du contrat.

1.2.2 La crainte de I'aléa moral et de I'antisélection

Tous les actuaires ont été bercé par la fable des “lemons” de Akerlof 1970. Certains acheteurs
d’assurance sont vus comme des péches (“peaches”) a faible risque, alors que d’autres sont des
citrons (“lemons”) a haut risque. Dans certains cas, les acheteurs d’assurance savent (dans une
certaine mesure) s'ils sont des citrons ou des péches. Si la compagnie d’assurance pouvait faire la
différence entre les citrons et les péches, elle devrait demander aux péches une prime en lien avec
le risque des péches et aux citrons une prime en lien avec le risque des citrons, conformément
a un concept d’équité actuarielle, comme le rappelle Baker 2011. Mais si les actuaires ne sont
pas en mesure de faire la différence entre les citrons et les péches, alors ils devront demander le
méme prix pour un contrat d’assurance. La principale différence entre le marché décrit par Akerlof
1970 (il s'agissait dans la fable initiale d’'un marché de I'occasion de véhicules automobiles) et
un marché d’assurance est que I'asymétrie d’information était initialement (dans I'exemple des
véhicules automobiles) en faveur du vendeur d’un bien. En assurance, la situation est souvent plus
complexe. En assurance automobile, Dalziel et Job 1997 soulignaient le biais d’optimisme de la
plupart des conducteurs qui pensent tous étre des “bons risques”. On retrouvera le méme biais dans
de nombreux autres exemples, comme le mentionnent Royal et Walls 2019, en écartant toutefois
I’assurance santé, ou I'assuré peut effectivement avoir davantage d’information que I'assureur.

Pour reprendre la description faite par Chassagnon 1996, supposons qu’un assureur couvre “un
grand nombre d’agents hétérogenes dans leurs probabilités de subir un dommage. Il propose un
prix unique qui refléte la probabilité moyenne de perte de I'agent représentatif de cette économie,
et il devient inintéressant pour les agents dont la probabilité de subir un accident est faible de
s’assurer. Il s’opére donc un phénoméne de sélection par les prix et on dit qu’elle est adverse
parce que ce sont les mauvais agents qui demeurent”. Pour se prémunir contre ce phénomeéne
d’anti-sélection, la sélection des risques et la segmentation des primes sont nécessaires. “L’anti-
sélection disparait lorsque I'analyse des risques devient suffisamment performante pour que les
marchés soient segmentés efficacement, affirmait Picard 2003, la difficulté qu’ont les économétres
a mettre en évidence de réelles situations d’anti-sélection sur le marché de I'assurance automobile
ne refléte-t-elle pas I'appréciation sans cesse plus précise des risques souscrits par les assureurs ?

1.2.3 Les primes et les garanties

Comparer des assurés est toujours un exercice délicat car, non seulement ils ont potentiellement
des risques différents, mais les assurés peuvent aussi avoir des préférences différentes (et donc
peuvent choisir des contrats différents). Tout d’abord, il importe de distinguer les garanties. En
assurance automobile, la garantie “responsabilité civile” correspond a la composante obligatoire,
couvrant exclusivement les dommages que la voiture assurée pourrait causer a un tiers. Mais
certains assurés pourraient avoir envie (ou besoin) de davantage de protection. Parmi les autres
garanties classiques, on retrouvera la garantie “dommages tous risques” prenant en charge tous
les dommages subis par le véhicule (quelles que soient les circonstances de I'accident ou la
responsabilité du conducteur), la garantie “dommages collision” qui rembourse les dégats causés
au véhicule en cas de collision avec un tiers, ou la garantie “incendie et vol” qui indemnise le
propriétaire du véhicule lorsque celui-ci est endommagé ou détruit par le feu, ou lorsqu’il est volé.
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Certains assureurs proposent aussi une garantie “panne mécanique”, qui permet I'indemnisation
par I'assurance des frais de réparation liés a une panne, ou une garantie “contenu du véhicule” qui
propose une indemnisation en cas de dégradation ou de disparition d’objets présents a I'intérieur
du véhicule assuré. |l peut également exister une garantie “assistance”, qui assure des prestations
en cas de panne, comme le dépannage, le remorquage, le rapatriement, etc. Une autre source de
différence possible est I'indemnité qui peut varier en fonction du choix du niveau de franchise. Pour
rappel, la franchise est la somme qui reste a la charge du souscripteur aprés I'indemnisation d’un
sinistre par I’'assureur. La franchise absolue (ou fixe) est la franchise la plus courante de I'assurance
auto : dans un contrat avec une franchise de 150€, si les frais de réparation s’élévent a 250€,
I’assurance prendra en charge 100€ et les 150€ restants seront a la charge du souscripteur.
De nombreux assureurs proposent aujourd’hui des “franchises kilométriques”, définissant un
périmétre autour du lieu de stationnement habituel du véhicule : a I'intérieur de ce périmétre,
la garantie assistance ne fonctionnera pas. En revanche, si une panne survient en dehors de ce
périmétre, la garantie assistance pourra étre invoquée.

On peut schématiser cela sur la Figure 1.1 : (1) un souscripteur (caractérisé par (x, p)) peut choisir,
entre plusieurs garanties ou plusieurs niveaux de franchises (et les choix peuvent étre dépendants
de la variable protégée p), (2) les primes pures (fonction de la probabilité d’avoir un accident, du
co0t moyen) peuvent dépendre de la variable protégée p, et finalement (3) les primes commerciales
peuvent aussi étre fonction de la variable protégée p.

ElY: |z, p] prime;(x, p)
garantie 1 »| prime commerciale 1
A
: choix (1)
souscripteur |——
v
(z,p) garantie 2 p| prime commerciale 2
E[Y2|m,p] primeg(m,p)
(2) (3)

Figure 1.1 - Schéma présentant les différents moments dans I'achat d’une police d’assurance, en
lien avec les caractéristiques de I'assuré.

Aussi, il est difficile de comparer la prime d’assurance automobile payée par des personnes
différentes. Sur la Figure 1.2 on peut voir que le choix de la garantie en assurance automobile
(étape (1) de la Figure 1.1) dépend fortement de I'age, les jeunes conducteurs optant massivement
pour la garantie obligatoire (un tiers des conducteurs entre 20 et 25 ans), les conducteurs plus agés
prenant davantage I'assurance “tous risques” (90 % des conducteurs entre 70 et 80 ans). Choisir
des garanties différentes se traduit forcément sur la facture, les personnes plus dgées pouvant avoir
une police d’assurance plus chére simplement parce qu’ils demandent davantage de couverture.

1.2.4 Cas d’une population hétérogéene

Pour revenir a notre exemple introductif, si T,, est I’age au déces (aléatoire) de I'assuré d’age = a la
souscription du contrat (ou dit autrement, T, — x est la durée de vie résiduelle), alors la prime pure
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O (autres) B responsabilité civile ("au tiers") E assurance tous risques
30-34 40-44 50-54 60-64 70-74 80-84 90-94
Figure 1.2 - Couvertures retenues par des souscripteurs en assurance automobile en fonction de

I’age, avec la couverture obligatoire de base, B “assurance au tiers” et la couverture la plus large ¥
dite “tous risques” (source : compaghie d’assurance en France).
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correspond a la valeur actuelle probable des flux futurs, soit
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pour un taux d’escompte r, ce qui s’écrit, avec une terminologie plus statistique

_ i 100 Loyi-1 = Loy
H(1+7) Lyyi-r 7

ou L, estle nombre de personnes en vie au bout de t années dans une cohorte que I'on suivrait, de
telle sorte que L, 41 — L, estle nombre de personnes en vie au bout de x + ¢ — 1 années mais
pas de x +t années (et donc décédées dans leur t-iéme année). C'est De Witt 1671 qui, le premier,
a proposé cette prime pour une assurance décés, ou discriminer suivant I'age semble Iégitime.

Mais on peut aller plus loin, car P[T}, = t], la probabilité que I'assuré d’age z a la souscription décede
dans ¢t années, pourrait dépendre aussi de son genre, de son historique de santé, et probablement
d’autres variables que I'assureur pourrait connaitre. Et dans ce cas, il convient de calculer des
probabilités conditionnelles, P[T,, = t|femme] ou P[T,, = t|homme fumeur].

1.2.5 Tables de mortalité et assurance-vie

Aussi étonnant que cela puisse paraitre, Pradier 2011 notait qu’avant la fin du XVIII*"®siécle, en
France, le prix des rentes viagéres ne dépendait pratiguement jamais du sexe du souscripteur.
Pourtant, les premiéres tables de mortalités séparées, entre les hommes et les femmes, constituées
dés 1740 par Nicolas Struyck (publiées en annexes d’un article de géographie, Struyck 1740)
montraient que les femmes vivaient généralement plus longtemps que les hommes (Tableau 1.1).
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Struyck 1740 (publié en francais dans Struyck 1912) montre qu'a 20 ans, I'espérance de vie
(résiduelle) est de 30 ans 3/4 pour les hommes et 35 ans 1/2 pour les femmes. Il propose aussi
des tables de rentes viagéres par sexe. Pour une femme de 50 ans, une rente viagére valait 969
florins, contre 809 florins pour un homme du méme age. Cette différence substantielle semblait
Iégitimer une différenciation des primes.

hommes femmes

x L:): 5Pz z Lw 5Pz x L:): 5Pz z Lx 5Pz
0 1000 29.0% || 45 371 16.6% 0O 1000 289% || 45 423 11.8%

5 710 56% |50 313 19.2% 5 711 52% || 50 373 14.7%
10 670 42% | 55 253 229% 10 o674 33% | 55 318 182%
15 642 55% || 60 195 27.2% 15 652 43% || 60 260 212%
20 607 ©66%| 65 142 31.7% 20 624 58% | 65 205 26.8%
25 567 T79% || 70 97 371% 25 588 6.8% | 70 150 333 %
30 522 92% | 75 61 459% 30 548 73% | 75 100 45.0%
35 474 105% || 8 33 515% 35 508 79%| 8 55 56.4%
40 424 125% || 8 16 40 468 9.6% | 8 24

Table 1.1 - Extrait des tables Hommes et Femmes en 1720 (source : Struyck 1912, page 231), pour
des pseudo-cohortes de 1000 personnes (Ly = 1000). Ici, 424 hommes (L, ) et 468 femmes (sur
1000 naissances respectives) avaient alors atteint 40 ans (x = 40). Et parmi les personnes qui ont
atteint 40 ans, 12.5 % des hommes et 9.6 % des femmes décéderont dans les 5 ans qui suivent
(5pz =P[T < z+5|T > z]).

Selon Pradier 2012, il a fallu attendre que la caisse des veuves du duché de Calenberg fasse faillite,
en 1779, pour que 'age et le sexe des souscripteurs soient utilisés conjointement pour calculer le
prix des rentes. En France, en 1984, les autorités réglementaires des marchés d’assurance avaient
décidé de retenir des tables réglementaires établies pour la population générale par I'INSEE, basées
sur la population observée sur 4 années, a savoir les tables PM 73-77 pour les hommes et PF 73-
77 pour les femmes, renommeées tables TD et TV 73-77, respectivement (avec un prolongement
analytique au-dela de 99 ans). Si le premier facteur de la mortalité est I'age, le genre est aussi un
facteur important, comme le montre la Table 1.2. Depuis plus d’un siécle, la mortalité des hommes
est plus élevée que celle des femmes, en France.

En pratique néanmoins, les tarifications actuarielles des contrats d’assurance-vie ont continué a
étre établies sans tenir compte du sexe des assurés. En fait, si les deux tables ont été utilisées,
c’est parce que la table masculine était la table réglementaire pour les assurances en cas de décés
(PM devient alors TD, pour table de décés), et la table féminine devint la table pour les assurances en
cas de vie (PF devient alors TV, pour table de vie). En 1993, les tables TD et TV 88-90 ont remplacé
les deux tables précédentes, avec le méme principe, a savoir I'utilisation d’une table construite
sur une population masculine pour les assurances en cas de déces, et une table construite sur un
population féminine pour les assurances en cas de vie. D’un point de vue prudentiel, la table des
femmes modélise une population ayant, en moyenne, une mortalité moindre, et donc vivant plus
longtemps.

En 2005, les tables TH et TF 00-02 ont été retenues comme tables réglementaires, avec toujours
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TD 73-77 TV73-77 TD 88-90 TV 88-90 INED Hommes INED Femmes

0
10
20
30
40
50
60
70
80
90

100
110

97961 10 98447 10 98835 10 99129 10 99486 10
97105 20 98055 20 98277 20 98869 20 99281 20
95559 30 97439 30 96759 30 98371 30 98656 30
93516 40 96419 40 94746 40 97534 40 97661 40
88380 50 94056 50 90778 50 95752 50 95497 50
77772 60 89106 60 81884 60 92050 60 90104 60
57981 70 78659 70 65649 70 84440 70 78947 70
28364 80 52974 80 39041 80 65043 80 59879 80
4986 90 14743 90 9389 90 24739 90 25123 90

103 || 100 531 || 100 263 || 100 1479 || 100 1412 || 100

0 || 110 0 || 110 0 || 110 2

100000 0 | 100000 0 | 100000 0 | 100000 0 | 100000 0 | 100000

99578
99471
99247
98810
97645
94777
89145
77161
44236

4874

Table 1.2 - Extrait des tables TD et TV 73-77 a gauche, TD et TV 88-90 au centre, et INED 2017-2019
a droite.

des tables construites sur des populations différentes, a savoir respectivement des hommes et
des femmes. Mais cette fois, le terme hommes (H) et femmes (F) est maintenu dans le nom, car la
réglementation autorisait la possibilité d’une tarification différente pour les hommes et les femmes.
Un arrét de la Cour de Justice de I’'Union Européenne, en date du 1°" mars 2011, a toutefois rendu
impossible une tarification différenciée en fonction du genre (a compter du 21 décembre 2012),
au motif qu’elles constitueraient des discriminations. A titre de comparaison, les tables récentes de
I'INED °© sont également mentionnées dans la Table 1.2, a droite.

Au-dela du sexe, toutes sortes de “variables discriminantes” ont été étudiées, afin de construire, par
exemple, des tables de mortalité fonction du fait que la personne est fumeuse, ou pas, comme dans
Benjamin et Michaelson 1988 (Table 1.3). En effet, depuis Hoffman 1931, ou Johnston 1945, les
actuaires avaient observé que I'exposition au tabac, et le fait de fumer, avait un impact important
sur la santé des assurés. Comme I'écrivait Miller et Gerstein 1983, “it is clear that smoking is an
important cause of mortality”.

Il existe aussi des tables de mortalité (ou des calculs d’espérance de vie résiduelle) par niveau
d’indice de masse corporelle (IMC, ou BMI Body Mass Index, introduit par Adolphe Quetelet au milieu
du XIXemesiécIe), telles que calculées par Steensma et al. 2013 au Canada. Un indice “normal”
désigne les personnes ayant un indice compris entre 18.5 et 25 kg/mQ; le “surpoids” correspond
aunindice entre 25 et 30 kg/m2 ; 'obésité de niveau | un indice entre 30 et 35 l{:g/mz, et 'obésité
de niveau Il un indice dépassant 35 kg/mQ. La Table 1.4 reprend quelques éléments. Ces ordres de
grandeurs sont comparables avec K. R. Fontaine et al. 2003 parmi les études pionniéres, Finkelstein
et al. 2010, ou plus récemment Stenholm et al. 2017

6. https://www.ined.fr/fr/tout-savoir-population/chiffres/france/mortalite-cause-deces/table-mortalite/
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Hommes Femmes
non-fumeur fumeur non-fumeur fumeur
25 48.4 42.8 25 52.8 49.8
35 38.7 33.3 35 43.0 40.1
45 29.2 24.2 45 335 31.0
55 20.3 16.5 55 24.5 22.6
65 12.8 10.4 65 16.2 15.1

Table 1.3 - Espérance de vie résiduelle (en années), en fonction de I'adge (entre 25 et 65 ans) pour
les fumeurs et non-fumeurs (source : Benjamin et Michaelson 1988, pour des données datant de
1970-1975 aux Etats-Unis).

Hommes Femmes
normal surpoids obésel obése ll normal surpoids obésel obése ll
20 57.2 61.0 59.1 53.5 20 62.8 66.5 64.6 59.3
30 47.6 51.4 49.4 44.1 30 53.0 56.7 54.8 49.5

40 38.1 41.7 39.9 34.7 40 43.3 46.9 45.0 39.9
50 28.9 324 30.6 25.8 50 33.8 37.3 35.5 30.6
60 20.4 23.6 21.9 17.6 60 24.9 28.1 26.4 21.9
70 13.2 15.8 14.4 10.9 70 16.8 19.7 18.2 14.3

Table 1.4 - Espérance de vie résiduelle (en années), en fonction de I'age (entre 20 et 70 ans) en
fonction du niveau d’IMC (source : Steensma et al. 2013).

1.2.6 Des variables aux groupes

Les exemples précédents permettent surtout de voir qu’il existe une multitude de critéres qui
peuvent étre utilisés pour créer des classes tarifaires. Comme dans les modéles de régression
standard, on se contente ici de chercher des variables significativement corrélées avec la variable
d’intérét. Bailey et Simon 1960 proposaient ainsi de tenir compte des informations suivantes, en
assurance automobile : I'usage (loisir - “pleasure” ou professionnel - “business”), I'age (moins de
25 ans, ou pas), le genre, et le statut marital (marié ou non-marié). Plus précisément, cing classes
de risques sont considérées, avec des surcharges tarifaires par rapport a la premiére classe (qui
sert ici de référence)

— “pleasure, no male operator under 25" (référence)

— “pleasure, non-principal male operator under 25”, 465 %
— “business use”, +65 %

— “married owner or principal operator under 25”, +65 %

— “unmarried owner or principal operator under 25”7, +140 %

Dans les années 60, les classes tarifaires ressemblaient a celles qui seraient obtenues par des
arbres de classification (ou de régression) comme ceux introduits par Breiman 1984. Mais en
utilisant des algorithmes plus avancés, Davenport 2006 note que quand un actuaire crée des
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classes de risques et des groupes tarifaires, et dans la plupart des cas, ces “groupes” ne sont pas
conscients d’eux-mémes, ils ne sont pas réfléchis (a la rigueur, I'actuaire essayera de les décrire
en regardant les moyennes des différentes variables). Ces groupes, ou classes de risques, sont
construits sur la base des données disponibles, et existent principalement en tant que produit de
modéles actuariels. Et comme le souligne Gandy 2016, il n’existe pas de base matérielle permettant
aux membres du groupe d’identifier d’autres personnes se trouvant dans “leur groupe”. Ces groupes
de risques, développés a un instant donné, crée une connivence passagére entre les assurés, qui
changeront probablement de groupe en déménageant, en changeant de voiture, voire simplement
en vieillissant.

1.2.7 Classification et proxys

Pour comprendre I'impact de la classification des risques sur les calculs de primes pures,
formellement, la formule des probabilités totales garantie (Feller 1957 ou S. M. Ross 2014) que

P(A) =) P(AnB;) =) P(A|B;)-P(B;),

el el

si (B;) ier est un un ensemble exhaustif (fini ou dénombrable) d’événements. Une conséquence
immédiate est la formule des espérances totales, pour une variable aléatoire Y,

E(Y) =) E(Y|B;)-P(B,).

1€l

Cette formule peut s’écrire simplement dans le cas ol deux ensembles, deux sous-groupes, sont
considérés, par exemple liés au genre de I'individu,

E(Y) = E(Y|femme) - P(femme) + E(Y |homme) - P(homme).

Si Y désigne la durée de vie a la naissance d’un individu, la traduction littérale de I'expression
précédente est que I'espérance de vie a la naissance d’un individu pris au hasard est une moyenne
pondérée des espérances de vie a la naissance des femmes et des hommes, les pondérations étant
les proportions d’hommes et de femmes dans la population. Et comme E(Y') est une moyenne des
deux,

min{E(Y |femme), E(Y |homme)} < E(Y) < max{E(Y |femme), E(Y |homme)},

dit autrement, traiter la population comme homogéne, alors qu’elle ne I'est pas, revient a
subventionner un groupe par 'autre, ce qui est appelé une inéquité actuarielle (“actuarialy unfair”,
telle que discuté par Landes 2015, Frezal et Barry 2019 ou Heras et al. 2020). L'inéquité sera
d’autant plus grande que I’écart entre les deux espérances conditionnelles est importante (on
parlera formellement de “variance des espérances conditionnelles”, ou “variance inter-groupes”).

Le concept d’équité actuarielle, tel qu’il apparait chez Borch 1962, ou “actuarial fairness”, repose
sur une correspondance parfaite entre la valeur totale des primes collectées et le montant total des
réclamations |égitimes faites par les assurés. Et comme il est impossible pour I'assureur de savoir
ce que seront réellement les demandes d’indemnisation futures, on dit qu’il est actuariellement
juste de fixer le niveau des primes sur la base des antécédents de demandes d’indemnisation
des personnes appartenant a la méme classe de risque (supposée). C’'est sur cette base que la
discrimination est vue comme “équitable” en termes de distribution. Autrement, la redistribution
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serait vue “injuste”, avec une solidarité forcée, du groupe de faible risque vers le groupe a haut
risque. Cette “équité” a été mise a mal dans les années 80, quand des assureurs privés ont limité
I’accés a I’'assurance pour les personnes atteintes du SIDA, ou risquant de le développer, comme le
rappelle Daniels 1990. Feiring 2009 va plus loin dans le contexte de I'information génétique, “since
the individual has no choice in selecting her genotype or the expression of it, it is unfair to hold her
accountable for the consequences of the genes she inherits—as it is unfair to hold her accountable
for the consequences of any distribution of factors that are a result of a natural lottery”. A la fin
des années 70, Boonekamp et Donaldson 1979, Kimball 1979 ou encore Maynard 1979, I'idée
est que la proportionnalité entre la prime et le risque encouru garantirait I'’équité entre assurés a
commencé a se traduire a I'aide d’espérance conditionnelle (conditionnelle aux facteurs de risque
retenus).

Un point important @ mentionner ici est qu’on s’intéresse a une forme d’équité ex-ante. En effet, ex-
post, une fois les sinistres survenus, la distribution des pertes est trés concentrée, une proportion
trés faible du portefeuille représentant une part importante des pertes. En assurance santé, en
France, 5 % de la population concentrant 50 % des dépenses (Com-Ruelle et Dumesnil 1999).
En assurance dommage, moins de 10 % de la population est sinistrée chaque année, autrement
dit, 10 % de la population représente 100 % des dépenses. Mais a priori, on ne sait pas qui sera
sinistré. Le but de I'actuaire sera de distinguer ceux qui ont 5 % de chances ' d'étre sinistrés
de ceux qui ont 15 % de chances de I'étre (et qui devraient payer 3 fois plus que les autres,
selon le principe d’équité actuarielle). Formellement, cette hétérogénéité sera modélisée par un
facteur latent ©. Si y désigne la survenance (ou pas) d’un accident, y est vue comme la réalisation
d’une variable aléatoire Y qui suit une loi de Bernoulli, B(©), ou © est une variable latente non-
observable (comme dans Gouriéroux 1999b ou Gouriéroux et Jasiak 2011). Si y désigne le nombre
d’accidents survenus pendant I'année, Y suit une loi de Poisson, P(©) (ou un modéle binomial-
négative, a inflation de zéros, etc, comme dans M. Denuit et al. 2007). Si y désigne le colt
annuel, Y suit une loi Tweedie, ou plus généralement une loi dite “Poisson-composée”, que I'on
notera L£(0, ¢), ol L désigne une loi de moyenne O, et ol ¢ est un paramétre de dispersion. Le
but de la segmentation est de constituer des classes (B;) de maniére optimale, c’est-a-dire en
veillant a ce qu’'une classe ne subventionne pas l'autre, a partir de caractéristiques observables,
notées x = {x1,xo, -, 71 }. Crocker et Snow 2013 parle de “categorization based on immutable
characteristics”. Pour Gouriéroux 1999a, c’est la “partition statique” utilisée pour constituer des
sous-groupes de risques homogenes (“in a given class, the individual risks are independent, with
identical distributions”). C’est ce que fait un arbre de classification ou de régression, les (B;) étaient
les feuilles de I'arbre, avec les notations probabilistes précédentes. Si iy désigne la survenance d’un
accident, ou la charge annuelle (aléatoire), I'actuaire va chercher a approcher E[Y'| X|, a partir de
données d’apprentissage. Dans une approche économétrique, si y désigne la survenance (ou pas)
d’un accident, et si x désigne I'ensemble des caractéristiques observables de I'assuré, Y| X = =
suit une loi de Bernoulli, B(p,), par exemple

exp(mTB)

e S _ T
- 1—|—eXp(.’L'T13) Oupm @(ﬂf 18)7

De

pour une régression logistique ou probit, respectivementg. Si Y désigne le nombre d’accidents
survenus pendant I'année, Y| X = « suit une loi de Poisson, P()\;), avec classiquement \, =

7. On utilisera le terme probabiliste de “chances”, méme si ici, il s’agirait plutdt d’'une malchance.
8. @ est ici la fonction de répartition de la loi normale centrée et réduite, N'(0, 1).
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.
e PSiy désigne le colt annuel, Y| X = x suit une loi Tweedie, ou plus généralement une loi
Poisson composée, L(jiz, ), ou L désigne une loi de moyenne u, avec p,, = E[Y|X = ] (pour
plus de détails, Charpentier et Denuit 2004 et 2005).

Pour reprendre I'analyse de Denuit et Charpentier 2004, si on suppose les risques homogeénes, la
prime pure sera E[Y], et on a le tableau de partage des risques suivant :

Souscripteur  Assureur

Perte E[Y] Y - E[Y]
Perte moyenne E[Y] 0
Variance 0 Var[Y]

A I'autre extrémité, si le facteur de risque latent © était observable, la prime pure demandée serait
E[Y'|©], et on aurait le partage suivant :

Souscripteur Assureur
Perte E[Y|0] Y - E[Y|9]
Perte moyenne E[Y] 0
Variance Var[E[Y'|®]] Var[Y —E[Y|O]]

Si l'assureur est, en moyenne, a I’équilibre financier, notons que Var[Y — E[Y|©]] peut s’écrire
E[Var[Y'|©]], de telle sorte que

Var[Y] = E[Var[Y|@]]l+\\/ar[E[Y|@Hl.

— assureur — souscripteur

En utilisant finalement des caractéristiques observables, * = {x1,z2,-:+, 2%}, On aurait la
décomposition suivante :

Souscripteur Assureur

Perte E[Y|X] Y -E[Y|X]
Perte moyenne E[Y] 0
Variance Var[E[Y | X]] E[Var[Y|X]]

Avec la encore, en moyenne, un équilibre financier de I'assureur, et ici

E[var[Y|X]] = E[E|var[Y|O]|X]] + E[Var[E[Y|©]| X]]
= ‘E[Var[Y|®]]l +E{Var[E[Y|@]|X]}.

)

v
tarification parfaite mauvaise classification

Cette “mauvaise classification” (a droite) est appelée “subsidierende solidariteit” par De Pril et
Dhaene 1996, ou “solidarité subsidiante”, par opposition a la “kanssolidariteit” ou “solidarité
aléatoire” (a gaucheg). Pour Corlier 1998, la segmentation “diminue la solidarité des risques
appartenant a des segments différents”. Et pour Loffler et al. 2016, citant un rapport de McKinsey

9. Ce terme de “solidarité aléatoire” est fondamental, et contrairement a ce qu’affirme Zuboff 2019 (“as certainty
replaces uncertainty”), I'incertitude ne disparaitra jamais, en tous cas tant il s’agit de prédire ce qui peut survenir pendant
une année a la date de souscription.
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consacré a l'avenir de l'industrie de l'assurance, mentionnaient que les données massives
conduiront inévitablement a la démutualisation et a une concentration accrue sur la prédiction.
Le lien avec la solidarité est discuté dans Gollier 2002 qui rappelle que “la solidarité, c’est
fondamentalement réaliser des transferts au profits de personnes défavorisées, en provenance
de personnes plus favorisées”. Mais une version trés limitée de la solidarité est prise en compte
dans le contexte de I'assurance : “la solidarité en assurance, c’est décider de ne pas segmenter le
marché du risque correspondant sur une base des caractéristiques observables des risques des
individus”, comme en assurance santé ou en assurance chomage. Notons que si historiquement,
les variables x étaient discrétisées pour construire des “classes tarifaires”, il est aujourd’hui
classique de considérer les variables continues en tant que telles, voire de les transformer, tout
en conservant une relative régularité. Comme le note Bouk 2015, rapportant les propos d’Emory
McClintock (mathématicien ayant travaillé en tant qu’actuaire pendant plus de trente ans, Fiske
1917), “McClintock insisted that actuaries smoothed because smoothing was a “mathematical and
ethical” good. McClintock defended his practices to Hughes on “moral” grounds”.

Encore une fois, la difficulté de la tarification est que ce facteur de risque sous-jacent ©
n‘est pas observable. Ne pas le capturer engendrerait une inéquité, car cela reviendrait a
faire subventionner indiment les personnes les “plus risquées” (susceptibles de présenter des
demandes d’indemnisation plus colteuses) par les “moins risquées”. Baker et Simon 2002
allaient plus loin, affirmant que la raison pour laquelle certaines personnes sont classées comme
étant “a faible risque” et d’autres comme étant “a haut risque” n’est pas pertinente. En parlant
d’automatiser la responsabilité (“automating accountability”), Baker et Simon 2002 affirmaient
gu’il était important de rendre les gens responsables du risque qu’ils apportent a la mutualité,
en particulier les assurés les plus risqués, afin que les assurés les moins risqués puissent “se
sentir moralement a I'aise” (“feel morally comfortable” comme le disait Stone 1993). Le danger
est qu’ainsi, I'allocation des contributions de chacun dans la mutualité serait le résultat d’un calcul
actuariel “impartial”, comme I'affirmait Stone 1993. Porter 2020 disait que ce processus était
“a way of making decisions without seeming to decide”. Nous reviendrons sur ce point lorsque
nous parleront des exclusions, et de I'interprétabilité des modéles. L'assureur va alors utiliser des
“proxys” pour capturer cette hétérogénéité, comme nous venons de le voir. Un “proxy” (on pourrait
parler de “variable de substitution”) est une variable qui n’est pas significative en soi, mais qui
remplace une variable utile mais non observable, ou hon mesurable, selon Upton et Cook 2014.

L’essentiel de notre discussion portera sur la discrimination tarifaire, et plus précisément le tarif
“technique”. Comme évoqué en introduction, du point de vue du souscripteur, ce n’est pas la
grandeur la plus pertinente. En effet, a la prime actuarielle (la prime pure évoquée auparavant)
s’ajoute une partie commerciale, un agent d’assurance pouvant décider d’offrir un rabais a un
assuré ou a un autre, tenant compte d’une aversion pour le risque différente, ou d’'une élasticité
aux prix plus ou moins grande. Mais une question importante sous-jacente reste “le service offert
est-il le méme?”. Ingold et Soper 2106 reviennent sur I'exemple d’Amazon qui n’offre pas les
mémes services a tous ses clients, en particulier les offres de livraison le jour méme (“same-day-
delivery”), offertes dans certains quartiers, choisis par un algorithme qui a finalement renforcé les
préjugés raciaux (en ne proposant jamais de livraison le jour méme dans les quartiers composés
principalement de groupes minoritaires). Une lecture naive des prix sur Amazon serait faussée
par ce biais important dans les données, dont il convient de tenir compte. Comme le rappellent
Calders et Zliobaité 2013, “unbiased computational processes can lead to discriminative decision
procedures”. En assurance, on pourrait imaginer qu’un gestionnaire de sinistres n’offre pas la méme
indemnité a des personnes ayant des profils différents, certaines personnes ayant moins tendance a
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contester que d’autres. Mieux comprendre I'articulation entre les différents concepts est important.

1.2.8 Interprétabilité et explicabilité

Une grande partie du travail de I'actuaire est de motiver, d’expliquer, une classification. Pasquale
2015hb, Castelvecchi 2016 ou Kitchin 2017 ont souligné que les algorithmes d’apprentissage
machine sont caractérisés par leur opacité et leur “incompréhensibilité”, parfois appelé propriétés
de “boite noire”. Et il est indispensable de les expliquer, de raconter une histoire. Pour Rubinstein
2012, les modéles sont des “fables” : “in economic theory, as in Harry Potter, the Emperor’s New
Clothes or the tales of King Solomon, we amuse ourselves in imaginary worlds. Economic theory
spins tales and calls them models. An economic model is also somewhere between fantasy and
reality (--+) the word model sounds more scientific than the word fable or tale, but | think we
are talking about the same thing”. De la méme la maniére, I'actuaire devra raconter son modéle,
avant de convaincre la souscription et les agents d’assurance de I'adopter. Mais cette narration est
forcément imprécise.

On peut entendre que I'age doit intervenir dans la prédiction de la fréquence de sinistres en
assurance automobile, et effectivement, comme on le voit sur la Figure 1.3, la prédiction ne sera
pas la méme a 18 ans, 25 ans ou 55 ans. Assez naturellement, on peut rendre légitime une sur-
prime pour des jeunes conducteurs, a cause d’une faible expérience de conduite, associée a des
réflexes non-acquis. Mais cette histoire ne nous dit pas I'ordre de grandeur de cette surcharge qui
semblerait Iégitime. Si on va plus loin, le choix du modéle est loin d’étre neutre sur la prédiction : pour
un assuré de 22 ans, des modéles relativement simples proposent une surprime de 27 %, 73 %,
82 % ou 110 % (par rapport a la prime moyenne sur I'ensemble de la population). Si la discrimination
par I’age pourrait sembler avoir du sens, a quel point peut-on s’autoriser ici a discriminer?
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Figure 1.3 - Evolution de la fréquence de sinistres en assurance automobile, en fonction de I'age du
conducteur principal, relativement a la fréquence annuelle globale, avec une régression de Poisson
en jaune, une régression lissée en rouge, une régression lissée avec une fenétre trop petite en bleu,
et avec un arbre de régression en vert. Les points sont les prédictions pour un conducteur de 22 ans
(source : Charpentier 2014).
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1.2.9 Supprimer la discrimination

Lindholm et al. 2021 présentent un exemple permettant de comprendre les difficultés pour
supprimer une possible discrimination. Dans la Table 1.5, on dispose de deux statistiques de
sinistralité basées sur deux variables, une variable protégée (notée p), le genre, et une variable
autorisée (notée x) indiquant si la personne est fumeuse, ou pas.

nombre n || femmes hommes total exposition e || femmes hommes total
fumeur 32 4 36 fumeur 133 24 157
non-fumeur 28 48 76 non-fumeur 131 301 432
total 60 52 112 total 264 325 589

Table 1.5 - Nombre de sinistres (a gauche) et exposition (a droite), en fonction du genre (variable
protégée p) et du fait de fumer, ou pas (x). (source : Lindholm et al. 2021)

La fréquence annuelle de sinistre Y, par année, se déduit des tableaux de contingence de la Table
1.5, soitici
n 112
—_ —_ = —_—x Y
ElY] = ¢ = 539 19.0 %,

et si on segmente suivant le tabagisme

76
x 22.9 % et E[Y'| X = non-fumeur] = —5 =~ 17.6 %.

36
E[Y|X = fumeur] = — 139

157

Notons que I'on retrouve la formule des espérances totales évoquée auparavant,
E[Y] =E[Y|X = fumeur] - P[X = fumeur] + E[Y'| X = non-fumeur] - P[X = non-fumeur].
On le voit sur cet exemple, le modéle tarifaire basé sur le tabagisme (et pas le genre) n’est pas

indépendant du genre pour autant. En effet, si la prime est proportionnelle a E[Y | X = z], les
primes moyennes des hommes et des femmes sont proportionnelles a

133 131
femmes : 561 -E[Y|X = fumeur| + 561 " E[Y|X = non-fumeur] = 20.3 %
h a _ 301 — non- ~18.09
ommes : 5= -E[Y|X = fumeur] + 9% E[Y|X = non-fumeur] = 18.0 %.

Autrement dit, la prime des hommes est, en moyenne, plus élevée que celle des femmes.
Lindholm et al. 2021 proposent une méthode relativement simple pour proposer une prime dite
“discrimination-free”, en proposant d’utiliser

prime(z) = ZE[Y|X =ux, P =p|-P[P=p],
)

soitici

32 264 4 325
T T = _— e — = 9 = = 9
133 584 T 94 Fgq ~ 20.0% (< E[Y|X = fumeur] = 22.9 %)

28 264 48 325
131 584 T 301 584

prime(fumeur) =

prime(non-fumeur) = ~18.4% (> E[Y|X = non-fumeur| = 17.6 %)
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Cette technique est a rapprocher des notions de “partial dependence plot”, introduites par Friedman
2001, et utilisées pour interpréter et expliquer des modéles “boite noire”, en apprentissage
automatique. Notons que dans ce cas, on va globalement sous-tarifer

[ 157 2
total : ' 589 prime(fumeur) + 530 prime(non-fumeur) = 18.8 % (< E[Y] = 19.0%)
. 183 el BL i f ~19.2%
{femmes 564 prime(fumeur) + 561 prime(non-fumeur) = 19.2 %
24 0
[ i - . i _ ~ o)
hommes 35 prime(fumeur) + 305 prime(non-fumeur) = 18.4 %.

Cette méthode se rapproche des approches de projection orthogonales, proposées par Frisch-
Waugh-Lovel (Frisch et Waugh 1933, et Lovell 1963), qui consiste a rendre x et y orthogonales
a p (simplement en prenant les résidus de la régression linéaire de y et x sur p). Nous discuterons
davantage les techniques permettant de supprimer les discriminations dans la section 4.

Si on modifie maintenant cet exemple, imagions deux scénarios (tout aussi fictifs que le précédant),
ol x serait une variable soit difficile a observer, soit observée potentiellement ex-post,

— y est toujours un nombre d’accidents en assurance automobile, mais au lieu de = €
{fumeur, non-fumeur}, on ait z € {conduite dangereuse, conduite non-dangereuse} ou = €
{non respect du code de la route, respect du code de la route} (qui sont non-observables ex-
ante, lors de la signature du contrat d’assurance, mais qui pourraient I'étre aprés, sur la base
de boitiers connectés). Ne serait-il pas pertinent de demander des primes différentes sur la
base du genre car cette variable est un proxy d’une variable tarifaire pertinente ?

— y est ici un nombre de jours d’hospitalisation, et la variable x prend ses valeurs dans
{prédisposition a certaines maladies, non-prédisposition} (qui pourraient étre observées sur
la base de séquencage génomique, ou d’antécédents médicaux). Serait-ce (moralement)
acceptable d’utiliser le genre de la personne pour proposer des tarifs différents sur la base
d’un risque sous-jacent qui serait fondamentalement différent?

C’est autour de ces interrogations que nous allons revenir ici, mais avant, il est probablement
important de définir certaines notions qui seront discutées par la suite.

1.3 Données, Modéles, biais, discrimination et équité

1.3.1 Données, données personnelles et données sensibles

Comme le disait Debet 2007, “pour lutter contre les discriminations, encore faut-il pouvoir les
identifier; pour les identifier, il parait naturel de procéder a I’'observation statistique des différences,
de la diversité”. Aussi, il va falloir collecter des données (ou data en anglais, du latin datum 10). Et
bon nombre d’informations collectées sont parfois jugées “sensibles”, ou “protégées”.

Une donnée a caractére personnel, ou “donnée personnelle”, correspond en droit francais a toute
information relative a une personne 1 physique identifiée ou qui peut étre identifiée, directement
ou indirectement. La définition d’'une donnée personnelle est précisée a l'article 4 du RGPD
(Réglement général sur la protection des données). Ces informations peuvent étre un identifiant
(un nom, un numéro d’identification, des données de localisation, par exemple) ou alors un

10. Un traité de géométrie plane d’Euclide s’intitule dedopéva, “données”.
11. Elles concernent les personnes physiques et vivantes.
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ou des éléments spécifiques propres a l'identité physique, physiologique, génétique, psychique,
économique, culturelle ou sociale de la personne. Parmi la liste (non exhaustive) donnée par la
CNIL, il peut y avoir le nom, prénom, numéro de téléphone, plaque d’immatriculation, numéro de
sécurité sociale, adresse postale, mail, un enregistrement vocal, une photographie, etc.

Les données sensibles regroupent les croyances religieuses, I'orientation sexuelle, 'engagement
syndical, I'appartenance ethnique, la situation médicale, les condamnations et infractions pénales,
les données biométriques, les informations génétiques ou encore les activités sexuelles. Selon le
RGPD, en 20186, “le traitement des données a caractére personnel qui révéle I'origine raciale ou
ethnique, les opinions politiques, les convictions religieuses ou philosophiques ou I'appartenance
syndicale, ainsi que le traitement des données génétiques, des données biométriques aux fins
d’identifier une personne physique de maniére unique, des données concernant la santé ou
des données concernant la vie sexuelle ou I'orientation sexuelle d’une personne physique sont
interdits”. Ces informations seront considérées comme “sensibles”. En Europe, la “Convention 108”
(ou convention pour la protection des personnes a I'égard du traitement automatisé des données a
caractére personnel) de 2018 précise davantage les contours. Nous reviendrons sur les variables
sensibles, dans le contexte de I'assurance dans le Chapitre 2.

Une autre précaution qu’il convient d’avoir en téte est liée a la distinction entre ce “qui révéle” ou
“qui est susceptible de révéler”, comme le dit Debet 2007. Certaines informations sont déclarées
par les personnes, et d’autres sont des données inférées. Par exemple il serait possible de
demander le “sexe a la naissance”, mais dans certains cas, une variable est construite a partir d’'une
question sur le titres de civilité (ou “madame” ou “monsieur” sont proposés). Mais il peut s’agir
de modeéles plus complexes, pour inférer une information. On peut imaginer que “étre enceinte”
puisse étre une information sensible dans de nombreuses situations. Cette information existe dans
certaines bases de données d’organismes de santé (ou de remboursements de soins). Mais comme
I’avait montré Duhigg 2012 (dans “how companies learn your secrets "), il existe des organismes
qui tentent d’inférer cette information, a partir d’achats. C’est la fameuse histoire de cet homme,
dans les environs de Minneapolis, qui avait été surpris que des bons de réductions pour divers
produits destinés aux jeunes mamans soient adressés a sa fille. Dans cette histoire, I'inférence par
le modéle avait été correcte. Récemment, Lovejoy 2021 rappelle qu’en juin 2020, LinkedIn avait
eu une bréche massive (exposant les données de 700 millions d’utilisateurs), avec une base de
données d’enregistrements comprenant des numéros de téléphone, des adresses physiques, des
données de géolocalisation et... des salaires induits (“inferred salaries”). Les données télématiques
permettent d’inférer beaucoup d’information, avec toutefois une incertitude plus ou moins grande.
Comme I’évoquait C.-S. Bigot et Charpentier 2019, en observant qu’une personne stationne presque
tous les vendredis matins a proximité d’'une mosquée, on pourrait affirmer qu’il y a de grandes
chances qu’elle soit musulmane (sur la base d’enquétes sur les pratiques des musulmans). Mais il
est possible que cette inférence soit complétement fausse, et que cette personne va, en réalité au
club de gym, en face de la mosquée, et en plus, elle y est assidue.

La mode du big data, des données massives, a été I'occasion d’évoquer leur volume important,
leur valeur, mais aussi leur variété (et toutes sortes de mots commencant par la lettre ‘v’). Si
pour les actuaires, les données ont souvent été des données tabulaires, des matrices de chiffres,
depuis quelques années, la variété des formes des données s’est imposée. On va retrouver
naturellement du texte, a commencer par un nom, un prénom, une adresse (qui pourra étre
convertie en coordonnées spatiales), des noms de médicaments, des conversations téléphoniques
avec un souscripteur ou une gestionnaire de sinistres, ou pour des entreprises, des contrats dont
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les clauses ont été numeérisées, etc. On peut avoir des images, comme une photo de I'automobile
aprés un accrochage ou d’un toit de maison aprés un incendie, des images médicales (rayons X, de
I'imagerie par résonance magnétique), une image satellite d’'un champ pour un contrat d’assurance
récolte, ou d’un village suite a une inondation, etc. On va finalement avoir aussi des informations
associées a des objets connectés, des données obtenues a 'aide de boitiers embarqués dans
une flotte automobile, un détecteur de fuite d’eau ou des appareils destinés a la surveillance
et au contrble des cheminées. Mais bien souvent, des scores, ou des résumés statistiques, sont
constitués, a partir de ces données brutes (auxquelles I'assureur n’a pas souvent accés). Ca sera le
nombre de kilométres parcourus une semaine donnée par un souscripteur d’un contrat d’assurance
automobile, ou un score d’accélération. On le verra, bien souvent, ces données bien plus riches
que les variables tabulaires avec des champs prédéfinis (certes, avec parfois des difficultés de
définition, comme I'expliquait Desrosiéres 2016) peuvent apporter des informations sensibles qui
pourraient étre exploitées par un algorithme “boite noire”, possiblement a I'insu de I'actuaire.

1.3.2 Modele prédictif, algorithmes et “intelligence artificielle”

Pour Ekeland 1995, la modélisation, c’est “la construction (intellectuelle) d’un modéle mathéma-
tique c’est-a-dire d’un réseau d’équations censé décrire la réalité”. Et bien souvent, un modeéle c’est
aussi (surtout) une simplification de cette réalité. Un modéle trop complexe n’est pas un bon mo-
déle. C’est I'idée de sur-apprentissage (ou “overfit”) que I'on retrouve en statistique, ou le concept
de parcimonie, parfois appelé “rasoir d’'Okham” (comme sur la Figure 1.4) classique en économé-
trie . Comme I'avait dit Milankovié 1920, “pour pouvoir traduire en langage mathématique les
phénoménes de la nature, il est toujours nécessaire d’admettre des simplifications et de simplifier
certaines influences et irrégularités”. Le modéle est une simplification du monde, ou, comme I'avait
dit Korzybski 1958 dans un contexte de géographie, “a map is not the territory it represents, but, if
correct, it has a similar structure to the territory, which accounts for its usefulness”. La carte n’est
pas le territoire : la carte correspond a la représentation que I'on se fait du monde, alors le terri-
toire est le monde tel qu’il est réellement. On pensera naturellement a Borges 1946 (ou le pastiche
d’Umberto Ecco de I'impossibilité de construire la carte 1:1 de ’Empire, dans Eco 1992), “En aquel
Imperio, el Arte de la Cartografia logré tal Perfeccion que el mapa de una sola Provincia ocupaba
toda una Ciudad, y el mapa del Imperio, toda una Provincia. Con el tiempo, estos Mapas Desmesu-
rados no satisficieron y los Colegios de Cartégrafos levantaron un Mapa del Imperio, que tenia el

tamano del Imperio y coincidia puntualmente con €él.”.

A la notion de modéle se substituera de plus en plus le terme d’algorithme, voire d’intelligence
artificielle, ou IA (en particulier dans la presse, France Info 2019 ou Le Monde 2021a). Pour Zafar
et al. 2017, par “algorithme”, il convient d’entendre des modéles prédictifs (régles de décision)
calibrés a partir de données historiques grace a |'exploration de données. Pour comprendre la
différence, Cardon 2019 donne un exemple pour expliquer ce qu’est I'apprentissage machine. lI
est assez simple d’écrire un programme qui convertit une température en degrés Celsius en une
température donnée en degrés Fahrenheit. Pour cela, il existe une régle simple : soustraire 32 de
la température en Celcius et multiplier le résultat par 5/9 (ou diviser par 1.8). Une approche en
apprentissage machine (ou en intelligence artificielle) propose une solution toute différente : au
lieu de coder la régle dans la machine (ce que les informaticiens pourraient appeler “Good Old
Fashioned Artificial Intelligence”, comme Haugeland 1989), on lui donne seulement des exemples
de correspondances entre des températures en degrés Celsius et en degrés Fahrenheit. On entre

12. pluralitas non est ponenda sine necessitate (Guillaume d’Ockham, XIVe siécle), discuté par Bera 2001
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les données dans une base d’apprentissage, et I'algorithme va apprendre “lui-méme” une régle de
conversion, en cherchant, parmi un exemple de fonctions candidates la plus proche des données.
On peut alors tomber sur un exemple comme sur la Figure 1.4.
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Figure 1.4 - Un modéle simple (linéaire), un modéle constant par morceau, ou un modéle complexe
(non-linéaire mais continu), a partir d’'une dizaine d’observations (x;, y;) ol = est une température en
degrés Fahrenheit et y la température en degrés Celsius, au méme endroit.

Notons que la “complexité” de certains algorithmes, ou leur “opacité” (qui donnera la qualification
de “boite noire”), n’a pas a voir avec I'algorithme d’optimisation utilisé (en apprentissage profond, la
rétroprogation n’est jamais qu’'un mécanisme itératif permettant d’optimiser un objectif clairement
décrit). C’est surtout que le modeéle obtenu peut sembler complexe, impénétrable, pour tenir
compte de possibles interactions entre les variables prédictives par exemple. Pour étre complet,
on devra toutefois distinguer les algorithmes supervisés classiques d’apprentissage machine et les
techniques d’apprentissage par renforcement. Ce dernier cas décrit les méthodes d’apprentissage
séquentiel, ou I'algorithme apprend en expérimentant, comme le décrivent E. Charpentier et
Remlinger 2020. On retrouvera ces algorithmes en conduite automatique par exemple, ou si on
souhaitait modéliser proprement les liens entre les données, le modéle construit, les nouvelles
données connectées, la mise a jour du modéle, etc. Mais nous n’insisteront pas davantage ici sur
cette classe de modéles.

Si nous allons surtout parler ici de modéles de tarification en assurance, c’est-a-dire de modéle
supervisés ou la variable d’intérét y sera la survenance d’un sinistre dans I'lannée a venir, le nombre
de sinistres, ou la charge totale, il convient de garder en mémoire que les données en entrées
(x € X) peuvent elles-mémes étre les prédictions d’'un modéle. Par exemple x; pourrait désigner
un score d’accélération observé I'année précédente (calculé par un prestataire externe qui a eu
accés aux données télématiques brutes), x, pourrait étre la distance a la caserne de pompiers la
plus proche (extrapolée a partir de logiciel de calculs de distance a partir d’'une adresse), x5 pourrait
étre une prédiction du nombre de kilométres parcourus, etc. Et dans la base d’apprentissage, les
“observations passées” y; pourraient aussi étre des prévisions, surtout si on souhaite garder des
sinistres récents, encore ouverts, mais dont la gestionnaire de sinistres peut donner une estimation,
sur la base d’experts humains, mais aussi d’algorithmes “boites noires”. On peut penser a ces
applications qui donnent I'estimation du cot d’un sinistre matériel automobile sur la base de photo
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Figure 1.5 - Modéle linéaire généralisé (au gauche) et réseau de neurones (a droite), partant
de mémes variables prédictives € = (xy,:--,z;) et avec la méme variable cible y. La couche
intermédiaire (des réseaux de neurones) peut étre vue comme la constitution de micro-modéles qui
sont ensuite agrégés.

du véhicule envoyée par I'assuré, ou I'utilisation de barémes d’indemnisation pour des sinistres
non encore cléturés. En fait, si on compare un modeéle linéaire généralisé (largement utilisé par les
actuaires) et un réseau de neurones plus ou moins profond, on peut voir les neurones intermédiaires
comme les sorties de précédents modéles (mais non-explicitement définis comme telles), comme
sur la Figure 1.5, puisque

3
Mgm(T) = g_l(mT,B) et mpnet(T) = Z wj hj(a:Tﬁj).
j=1

1.3.3 Biais d’estimateur, de modéle et de données

Pour un statisticien le terme de biais a un sens bien précis, et correspond a une propriété
mathématique et théorique d’un estimateur. Pourtant, dans la littérature scientifique, le terme de
biais (ou “bias” en anglais) peut étre utilisé dans un autre sens. Puhl et Brownell 2001, parlant
d’obésité, de discrimination et de biais, écrivent “employment bias was much greater for obese
candidates than for average-weight applicants; the bias was more apparent for women than for
men”. O’Neil 2016, Eubanks 2018, Hand 2020 utilisent aussi abondamment le terme, sans pour
autant le définir clairement. L'adjectif “biaisé” se trouve associé a un modeéle ou une décision, Castro

2019 parle ainsi de “machine bias”.

Le sens retenu ici sera en lien avec la notion d’échantillon biaisé (ou “sample bias”), désignant
le cas ol I'ensemble d’individus échantillonné dans une population, censé la représenter, n'a pas
été sélectionné correctement. On parle alors de biais car les indicateurs mesurés sur I’échantillon
ne correspondent pas a ceux de I'ensemble de la population. Autrement dit, I'échantillon a été
sélectionné ici de facon biaisée. Un exemple classique est le sondage du Literary Digest en 1936,
en vue de prédire le vainqueur de I'élection présidentielle aux Etats-Unis (opposant alors Franklin
Delano Roosevelt a Alf Landon). Comme le soulignent Cuddeback et al. 2004, si des groupes entiers
de la population sont exclus d’un échantillon, aucun ajustement statistique ne peut produire des
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estimations qui soient représentatives de I'ensemble de la population. Mais si certains groupes sont
seulement sous-représentés, et que le degré de sous-représentation peut étre quantifié, alors les
poids de I'échantillon peuvent corriger le biais. Cependant, le succés de la correction est limité par
le modéle de sélection choisi. Si certaines variables sont manquantes, les méthodes utilisées pour
corriger le biais pourraient étre inexactes. Nous reviendrons dans le Chapitre 3 plus spécifiguement
sur les problémes des données, et de biais.

1.3.4 Discriminations, versions juridique et statistique

La discrimination est (selon un dictionnaire de la langue francgaise) “I’action de séparer, de
distinguer deux ou plusieurs étres ou choses a partir de certains critéres ou caractéres distinctifs”.
Kroll et al. 2017 rappellent que “the word “discrimination” carries a very different meaning in
engineering conversations than it does in public policy. Among computer scientists, the word
is a value-neutral synonym for differentiation or classification : a computer scientist might ask,
for example, how well a facial recognition algorithm successfully discriminates between human
faces and inanimate objects. But, for policymakers, “discrimination” is most often a term of art
for invidious, unacceptable distinctions among people—distinctions that either are, or reasonably
might be, morally or legally prohibited”. Le terme discrimination peut alors étre utilisé a la fois dans
un sens purement descriptif (dans le sens de faire des distinctions) ou dans un sens normatif,
qui implique que la différence de traitement de certains groupes est moralement mauvaise,
comme le montrent Alexander 1992, ou plus récemment Loi et Christen 2021. Dans le domaine
de I'assurance, comme le montrent Meyer et Rothstein 2004, les différences de traitement se
traduisent souvent uniquement par des différences de primes (et c’est ce que nous évoquerons
ici). Une discrimination pourrait étre décrite comme “actuariellement équitable”, caractérisant ainsi
une “discrimination juste” dés lors que la différence de prime refléte une différence de risque, alors
que la “discrimination injuste” se référe au traitement inégal d’'individus présentant le méme niveau
de risque, par exemple en proposant une indemnité plus faible a une personne qui ne se fait pas
représenter par un avocat (comme dans Frees 2009).

Pour Al Ramiah et al. 2010, les préjugés désignent une attitude négative injustifiable envers
un groupe et ses membres individuels. Les stéréotypes sont des croyances sur les attributs
personnels d'un groupe de personnes, et peuvent étre généralisés a |'exces, inexacts, et résister au
changement en présence de nouvelles informations. Au sens juridique, la discrimination désigne
un comportement négatif injustifiable a I’égard d’un groupe ou de ses membres (uniquement sur
la base de 'appartenance a ce groupe 13). Correll et al. 2010 donnent une définition trés utile de
la discrimination, a savoir un comportement dirigé vers les membres d’une catégorie qui a des
conséquences sur leurs résultats et qui est dirigé vers eux non pas en raison d’un mérite ou d’une
réciprocité particuliére, mais simplement parce qu’ils sont membres de cette catégorie, “behaviour
directed towards category members that is consequential for their outcomes and that is directed
towards them not because of any particular deservingness or reciprocity, but simply because they
happen to be members of that category”. La notion de “mérite” est centrale dans I'expression et
I'expérience de la discrimination (nous en parlerons en évoquant I’éthique par la suite). Il ne s’agit
pas d’un critére défini objectivement, mais d’un critére qui trouve ses racines dans les inégalités et
les normes sociétales historiques et actuelles.

Pour les économistes, I'étude de la discrimination est un ancien probléme, décrit dans Charles et

13. Ou parfois simplement sur la supposition d’appartenance a un groupe, comme pour les préférences sexuelles, ou
la discrimination contre “les étrangers”, pour les traits non-visibles.
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Guryan 2011, dont les fondements théoriques ont été posés par Becker 1957 (on peut trouver
des réflexions plus anciennes dans Edgeworth 1922, par exemple). On peut également mentionner
Phelps 1972, qui avait tenter de comprendre les origines de la discrimination, et qui avait affirmé
(dans le contexte de la discrimination raciale) “what has been called racism - similar remarks
apply to sexism - can be hypothesized to be the consequence of scientific management in the
impersonal pursuit of maximum profit, not racial hostility or intolerance”. Cette idée sera la base
de la “discrimination statistique”, ol la question centrale était de relier la discrimination avec un
comportement rationnel, et donc une notion d’efficacité. Bohren et al. 2019 rappellent que la
discrimination statistique est parfois qualifiée de discrimination efficace, dans la mesure ou elle
constitue la réponse optimale a un probléme d’extraction de signaux. Phelps 1972 et Aigner et Cain
1977 ont posé les bases de cette discrimination statistique. Par exemple, si la probabilité d’étre
“délinquant” et d’appartenir a un groupe ayant une caractérique visible plus élevée, en moyenne,
que pour les autres groupes, alors un policier aura plus de chance de contréler un “délinquant” s'il
contrdle un membre de ce groupe (ce qui sera toujours valorisé s'il s’agit de “faire du chiffre”). lly a
donc, au niveau du groupe, une “raison statistique” qui va s’opposer avec le principe individuel de
non-discrimination. Aussi, au nom de I'efficacité de la procédure, Gary Becker défendait le “profilage
racial”, comme le rappellent Lang et Spitzer 2020. On retrouve cet argumentation dans la lutte
contre le terrorisme, car, comme le dit Becker 2005 “if young Moslem Middle Eastern males were in
fact much more likely to commit terrorism against U.S. than were other groups, putting them through
tighter security clearance would reduce current airport terrorism”, autrement dit, le “profilage racial”
est “efficace”, méme si “such profiling is ‘unfair’ to the many young male Moslems who are not
terrorists, and to the many minority shoppers who are honest” 1 el propose une méthode pour
“tester” I'efficacité “some profiling by governments and the private sector has been due to prejudice
against various groups, not as a way of achieving efficiency. So it is crucial to be able to distinguish
whether a profiling is efficient from whether it is evidence of discrimination. This distinction can be
made in the terrorist field by keeping records on the fractions of young Moslem males and others
who were searched and found with weapons or other evidence of intent to commit a terrorist act”.
Un autre exemple classique de “discrimination statistique”, justifiée par les économistes de part leur
efficacité économique, est celui de la discrimination a I'embauche des jeunes femmes (qui pourrait
tomber enceinte, et interrompre (temporairement) leur travail). Dans ce dernier cas, il n’est pas
nécessaire d’avoir des statistiques car effectivement, seule une femme peut tomber enceinte 15
Pour Gary Becker, cette “raison statistique” est, et doit étre, I'unique critére de décision utilisé. On
le voit, cette recherche de I'efficacité pose de nombreuses questions morales, et éthiques.

Sous I'angle juridique, Cornu 2016, présente la discrimination comme une “différenciation contraire
au principe de I'égalité civile consistant a rompre celle-ci au détriment de certaines personnes
physiques en raison de leur appartenance raciale ou confessionnelle, plus généralement de critéres
sur lesquels la loi interdit de fonder des distinctions juridiques” (tout en admettant “plus rarement,
dans un sens neutre, synonyme de distinction (non nécessairement odieuse)” qui rappelle la
vision du statisticien). L’égalité, que I'on retrouve énoncée dans la Déclaration Universelle des
Droits de ’'Homme, était initialement vu dans un sens “vertical”, imposant une contrainte sur le
comportement de I'Etat face aux citoyens. La loi va imposer des contraintes “horizontales”, dans
le droit privé, que ce soit sur le marché du travail (lors des entretiens d’embauche en particulier)

14. Gary Becker va plus loin en proposant “That could be made up in part by compensating groups who are forced
to go through more careful airport screening through putting them in shorter security lines, or in other ways. Similarly,
innocent shoppers who are stopped and searched could be compensated for their embarrassment and time”.

15. De nombreux pays proposent maintenant des longs congés parentaux, qui peuvent étre pris par n’importe quel
parent, peu importe son sexe, ce qui remet en cause |'efficacité économique de ce profilage.
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ou immobilier (pour la location de logements). L’article 23 de la Charte des droits fondamentaux
de I'Union européenne impose le principe général selon lequel “I’égalité entre les femmes et les
hommes doit étre assurée dans tous les domaines, y compris en matiére d’emploi, de travail, et de
rémunération”. Ce droit ne peut pas étre invoqué par “les femmes”, mais de maniére individuel, par
chacun (par exemple dans un litige avec un assureur). Ce “droit a I'égalité” (de traitement) appartient
a une personne, en tant qu’individu, et non pas dans sa capacité en tant que membre d’un groupe
sexuel (par exemple). Le droit dit qu’un individu ne peut pas étre traité différemment en raison de
son appartenance a un tel groupe, en particulier a un groupe auquel il n’a pas choisi d’appartenir.
Cette vision individualiste du droit s’oppose fortement a la conception mutualiste et collective de
I’assurance, les assureurs visant une forme d’égalité au sein de groupe, sur des moyennes, et non
pas au hiveau individuel.

Sous un angle plus moral, selon le principe du choix mentionné par Lippert-Rasmussen 2007, les
gens ne devraient pas étre soumis a un traitement désavantageux en raison de quelque chose
qui ne reflete pas leurs propres choix. Cela peut expliquer pourquoi la discrimination fondée sur
le sexe, la race, l'origine ethnique ou la génétique est largement percue comme moralement
problématique, comme le défendent Daniels 2004, Palmer 2007 ou Avraham et al. 2014. Toutefois,
le principe de choix n’est pas violé, si les personnes ont imposé des colits supplémentaires en
conséquence de leur choix. Et que penser de la discrimination sur la base de croyances religieuses ?
Comme on le voit, le terme “discrimination” semble englober toutes sortes de réalité. En particulier,
pour reprendre la typologie de Thomsen 2017 et Khaitan 2017, on peut distinguer entre une
discrimination directe et une discrimination indirecte, distinction sur laquelle nous reviendrons
en détails dans le Chapitre 2, mais en un mot, une discrimination indirecte (“proxy discrimination”
ou “statistical discrimination”) signifie qu’au lieu de discriminer suivant une variable protégée p (ce
qui ne serait pas autorisé par la loi), une variable x;, trés corrélée a p, est utilisée.

Dans le Chapitre 4, la variable protégée prendra des valeurs {0, 1}, ou {e, e}, avec une interchan-
geabilité entre les deux, par soucis de simplicité, et parce que I'objectif est une forme de parité.
Nous mettrons souvent de coté le fait que les membres d’un des deux groupes est défavorisé, au
moment ol la décision est prise. Notons finalement que ces notions de favorisé/défavorisé ou domi-
nant/dominé est vu suivant un critére non-explicite, comme le rappellent Deschamps et Personnaz
1979. Concernant le genre, les hommes sont vus comme favorisés et les femmes défavorisées,
méme si en assurance, les femmes vivent davantage et on souvent des risques plus faibles que les
hommes, ceteris paribus. Nous ne reviendrons pas ici sur les difficultés a raisonner avec une dicho-
tomie binaire favorisé/défavorisé ou dominant/dominé lorsque la variable protégée est non-binaire,
voire continue, comme I'age 16,

1.3.5 Justice et équité

Les humains ont un sens inné de I'équité et de la justice, des études montrant que méme des
enfants de trois ans ont démontré leur capacité a prendre en compte le mérite lors du partage des
récompenses, comme le montraient Kanngiesser et Warneken 2012, ainsi que les chimpanzés et
les primates, Brosnan 2006, et de nombreuses autres espéces animales. Et compte tenu du fait
que ce trait est largement inné, il est difficile de définir ce qui est “juste”, méme si de nombreux
scientifiques ont tenté de définir des notions de partage “justes”, comme le rappellent Brams et
al. 1996. “Le juste est, selon Ricceur 1991 entre le Iégal et le bon”, ol dans un premier sens,

16. L'agisme, tel que défini par Butler 1969, repose sur I'idée que le groupe défavorisé est constitué de personnes
agées, méme si dans certains contextes, les jeunes sont vus comme le groupe défavorisé.
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“juste” renvoie a la légalité (et a la justice des hommes, traduite dans un ensemble de lois et de
réglements), et dans un second sens, “juste” renvoie a un concept éthique ou moral (et a une idée
de justice naturelle). Selon un dictionnaire, I’équité “consiste a attribuer a chacun ce qui lui est
da par référence aux principes de la justice naturelle”. Et étre “juste” pose des questions en lien
avec |'éthique et la morale (nous ne ferons pas ici de différence entre I'éthique et la morale). Nous
évoquerons ici I'éthique des modéles, ou, comme évoquée par certains auteurs (Mittelstadt et al.
2016 ou Tsamados et al. 2021), I’éthique des algorithmes. Une nuance existe vis-a-vis de I'éthique
de l'intelligence artificielle, qui porte sur nos comportements ou nos choix (en tant qu’étre humains)
en lien avec les voitures autonomes, par exemple, et qui tentera de répondre a des questions telles
que “une technologie doit-elle est adoptée si elle est plus efficace?”. L'éthique des algorithmes
qguestionne, elle, les choix faits “par la machine” (méme si bien souvent, cela refléte des choix - ou
des objectifs - imposés par la personne qui a programmé I'algorithme).

Programmer un algorithme de facon morale doit se faire suivant un certain nombre de normes. Deux
types de normes sont généralement considérées par les philosophes. Les premiéres sont liées aux
conventions, c’est-a-dire les régles du jeu (aux échecs ou au Go), ou le code de la route (pour les
voitures autonomes). Les secondes sont les normes morales, qui doivent étre respectées par tout
le monde, et visent I'intérét général. Ces normes se doivent d’étre universelles, et donc ne favoriser
aucun individu, ou aucun groupe d’individus. Cette universalité est essentielle pour Singer 2011
qui demande a ne pas juger une situation avec sa propre perspective, ou celle d’un groupe auquel
on appartient, mais de prendre un point de vue neutre et “équitable”. Formellement, de maniére
assez classique, en éthique normative, on opposera le conséquentialisme au déontologisme.

L’analyse éthique des discriminations se rattache au concept d’“égalité des chances”, qui veut
que le statut social des individus dépende uniquement du service qu’ils peuvent apporter a la
société. Comme I'affirme la seconde phrase de l'article 1 de la Déclaration des droits de ’'homme
de 1789 “Les distinctions sociales ne peuvent étre fondées que sur I'utilité commune”, ou comme
le disait Rawls 1999, “offhand it is not clear what is meant, but we might say that those with similar
abilities and skills should have similar life chances. More specifically, assuming that there is a
distribution of natural assets, those who are at the same level of talent and ability, and have the
same willingness to use them, should have the same prospects of success regardless of their
initial place in the social system, that is, irrespective of the income class into which they are
born”. Dans I'approche déontologique, inspirée par Emmanuel Kant, on va oublier les utilités de
chacun, et simplement imposer des normes, et des devoirs. Ici, peu importe les conséquences (pour
I’'ensemble de la communauté), il y a des choses qui ne se font pas. On distinguera classiquement
les égalitariens et proportionnalistes. Pour aller plus loin, Roemer 1996 et 1998 proposent une
approche philosophique, Fleurbaey 1996 et Moulin 2004 une vision économique. Et dans un
contexte plus informatique, Leben 2020 revient sur les principes normatifs pour évaluer I'équité
d’un modéle.

Tous les cours d’éthique présentent des expériences de pensée, comme le dilemme du tramway.
Dans la version initiale de Foot 1967, un tramway sans frein est sur le point d’écraser cing
personnes, et on a la possibilité d’actionner un aiguillage qui ferait dévier le tramway vers une
autre voie ou se trouve une personne qui sera alors condamnée. Que fait-on? Ou que devrait-
on faire? Thomson 1976 a proposé une variante, avec une passerelle, ou on a la possibilité de
pousser une personne un peu corpulente, qui en s’écrasant sur la voie mourrait mais arréterait
le tramway. Cette derniére version est souvent plus dérangeante car I'action est alors indirecte,
et on commence par commettre un meurtre pour sauver d’autres personnes. Certains auteurs ont
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utilisé cette expérience de pensée pour distinguer I'explication (sur des bases scientifiques, et sur la
base d’arguments causaux) de la justification (sur la bases de préceptes moraux). Cette expérience
du tramway a été reprise dans I'expérience de psychologie morale, appelée la machine morale
présentée dans Awad et al. 2018 " Dans ce “jeu”, on se retrouvait virtuellement au volant d’'une
voiture, et des choix étaient proposés : ‘écrasez vous une personne ou cing personnes?’, ‘écrasez
VOus une personne agée ou un enfant?’, ‘écrasez vous un homme ou une femme ?’. Bonnefon 2019
revient sur I’expérimentation, et la série de dilemmes moraux, pour lesquels ils ont obtenus plus
de 40 millions de réponses, venues de 130 pays. Si, naturellement, le nombre était une variable
importante (on préfére tuer moins de monde), I'age était aussi trés important (priorité aux jeunes), et
des arguments légalistes semblaient ressortir (on préfére tuer des piétons qui traversent en dehors
des passages dédiés). Ces questionnements sont importants pour les voitures autonomes, comme
le mentionnaient Thornton et al. 2016.

Pour un philosophe, la question “ce modéle est-il juste pour le groupe = ?” sera toujours suivie de
“équitable selon quel principe normatif?”. La mesure des effets globaux sur toutes les personnes
affectées par le modéle (et pas seulement les droits de quelques-uns) conduira a intégrer des
mesures d’équité dans un calcul général des colts et avantages sociaux. Si nous choisissons une
approche, d’autres en patiront. Mais c’est la nature des choix moraux, et la seule facon responsable
d’atténuer les titres négatifs est de développer une réponse cohérente a ces dilemmes, plutot
que de les ignorer. Parler d’éthique des modéles pose des questions philosophiques dont on ne
peut s’affranchir, car, comme nous I'avons dit, un modéle vise a représenter la réalité, ce qui
est. Or lutter contre les discriminations, ou invoquer des notions d’équité, c’est parler de ce qui
doit étre. On retrouve la fameuse opposition “is - ought” de Hume 1739. Car quand on parle de
“norme”, il est important de ne pas confondre le descriptif et le normatif, la statistique (qui nous
dit comment les choses sont) et I’éthique (qui nous dit comment les choses devraient étre). La loi
statistique reléve de ce qui est parce qu’on I'a observé ainsi (par exemple ‘les hommes sont plus
grands que les chiens’). La loi humaine (divine, ou judiciaire) reléve de ce qui est est parce qu’on
I’a décrété, et donc doit étre (‘les hommes sont libres et égaux’ ou ‘’homme est bon’). On peut
voir la “norme” comme une régularité de cas, observée a l'aide de fréquences (ou de moyennes,
comme on 'a évoqué dans la premiére partie), par exemple, sur la taille des individus, la durée
du sommeil, autrement dit des données qui constituent la description d’individus. Les données
anthropométriques ont ainsi permis de définir par exemple une taille moyenne des individus dans
une population donnée, en fonction de leur age ; par rapport a cette taille moyenne, un écart de 20%
en plus ou en moins détermine le gigantisme ou le nanisme. Si I'on pense aux accidents de la route,
il peut étre considéré comme “anormal” d’avoir un accident de la route une année donnée, a un
niveau individuel (micro), car la majorité des conducteurs n’ont pas d’accident. Néanmoins, du point
de vue de I'assureur (macro), la norme est que 10 % des conducteurs aient un accident. Il serait
donc anormal que personne n’ait d’accident. C’est I'argument que 'on retrouve dans Durkheim
1897. De I'acte singulier qu’est le suicide, s’il est considéré du point de vue de l'individu qui le
commet, Durkheim tente de le voir comme un acte social, relevant alors d’une réelle régularité, au
sein d’une société donnée. Dés lors, le suicide devient, selon Durkheim, un phénoméne “normal”.
Les statistiques permettent alors de quantifier la tendance au suicide dans une société donnée,
dés lors que I'on observe non plus lirrégularité qui apparait dans la singularité d’une histoire
individuelle, mais une “normalité sociale” du suicide. L'anormalité est définie comme “contraire
a l'ordre habituel des choses” (on pourrait y voir une notion empirique, statistique), ou “contraire a
I'ordre juste des choses” (cette notion de juste appelle probablement a une définition normative),

17. Projet https://www.moralmachine.net/
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mais aussi non conforme au modéle. Définir une norme n’est déja pas simple si on ne s’intéresse
qu’a l'aspect descriptif, empirique, comme peuvent le faire les actuaires lorsqu’ils construisent
un modéle, mais si on intégre en plus une dimension de justice et d’éthique, on se doute que la
complexité va augmenter. Nous reviendrons dans le Chapitre 4 sur les propriétés (mathématiques)
qu’un modéle “juste”, ou “équitable” devrait vérifier. Car si on demande a ce qu’un modéle vérifie
des critéres non nécessairement observés dans les données, il est indispensable d’intégrer une
contrainte spécifique dans I'algorithme d’apprentissage du modéle, avec une pénalisation en lien
avec une mesure de I'équité (tout comme il existe des mesures de complexité du modéle).
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Chapitre 2

Discrimination et segmentation

La classification des risques, la segmentation, et donc une certaine forme de discrimination, sont
le cceur de I'assurance. Comme le rappelle Bigot et Cayol 2020, I'assurance a deux visages :
“il convient en effet de distinguer deux choses lorsque I'on parle d’assurance. La premiére,
I'opération d’assurance, reléve de la technique et a une dimension collective, la seconde, le contrat
d’assurance, reléve du droit et a une dimension individuelle”. La base juridique de I'assurance
est le contrat par lequel une partie (le souscripteur, ou I'assuré) se fait promettre par une autre
partie (I'assureur) une prestation en cas de réalisation d’un risque, en contrepartie du paiement
d’une prime (ou cotisation) dont le montant est décidé a la signature du contrat. Pour rendre
la mutualisation des risques possibles, I'assureur va segmenter les risques afin de proposer la
prime la plus “juste” possible. Pour reprendre les termes de Bigot et Cayol 2020, “la sélection
des risques désigne I'opération par laquelle I'assureur exclut les candidats a I'assurance qu’il ne
souhaite pas ou ne peut pas couvrir, et répartit en groupes homogeénes les assurés présentant des
risques similaires, afin d’obtenir des résultats conformes a ses prévisions, fondées sur des données
statistiques. En I’état du droit positif, le principe est celui de la licéité de la sélection. Notamment,
I'assureur n’encourt pas le reproche de discrimination”. La segmentation est alors justifiée comme
un impératif technique. Et comme nous I'avons mentionné dans I'introduction, elle est aussi justifiée
économiquement (a cause d’une possible anti-sélection) mais aussi (probablement) moralement.

Nous allons revenir ici en détails sur certains exemples de discriminations, ou de pratiques
qui ont été percues ou jugées comme discriminatoires. En formalisant un peu, il existe des
attributs protégés p, que nous allons présenter ici, que nous considérerons comme des variables
catégorielles, comme (historiquement) le genre ou origine ethnique, mais qui peuvent aussi étre
continues, comme I’age. Pour simplifier, supposons qu’il existe une seule variable protégée p (nous
reviendrons rapidement sur la discrimination multi-sources a la fin de cette partie). Il existe une
variable d’intérét y, qui sera en lien avec la sinistralité pour la tarification, mais on peut imaginer
la fraude, ou un défaut de remboursement de crédit. Et il existe des variables x = (zq, -+, x})
que I'on espére trés corrélées au facteur latent non observé 6, et dont certaines peuvent étre
aussi trés corrélées a p, que nous appellerons des “proxys”. Dans la partie 4, nous proposerons
des définitions de ce que “discriminer” veut dire, formellement (ou disons “mathématiquement”),
mais auparavant, nous présenterons des exemples de ces variables p et z;, tout en présentant les
approches juridiques et économiques.
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2.1 Quelles variables tarifaires?

Les actuaires en charge de construire un modéele tarifaire ont pour mission de trouver les
variables prédictives x = (z1, --+, z)) qui permettront de mieux prédire le risque, comme discuté
dans l'introduction. Mais au-dela de I'aspect statistique, il existe des régulations. Le Tableau
2.1 présente quelques variables tarifaires classiquement utilisées en assurance automobile 18,
autorisées (Iégalement) par Etat et Province 19, aux Etats-Unis d’Amérique et au Canada 20 Cette
hétérogénéité permet de mettre en avant le caractére culturel de la discrimination.

CA HI GA NC NY MA PA FL TX AL ON NB NL QC
Genre X X ° X o X X o ° o ° X X °
Age X X o xF ° X ° ° ° F o X X e
Expérience de conduite ° X ° ° ° ° ° ° ° ° ° ° ° °
Antécédents de crédit X X ° ° ° X o ° ° x* X oF X °
Education X X X X X X ° o o ° ° e o o
Profession X X X o X X ° ° ° ° ° ° ° °
Situation d’emploi X X X ° X X ° ° ° ° ° ° ° °
Situation de famille ° X ° ° ° X ° ° ° ° ] ° ° °
Situation résidentielle X X ° ° ° X ° ° ° X X ° ° °
Adresse/code postal ° ° ° ° o o o ° ° X X ° ° °
Antécédents d’assurance ° ° ° ° ° ° ° ° ° ° ° ° ° °

Table 2.1 - Un facteur est considéré comme “autorisé” (e) lorsqu’il n’existe pas de lois ou de politiques
réglementaires dans I'Etat ou la Province qui interdisent aux assureurs d’utiliser ce facteur. Dans
le cas contraire, il sera “interdit” (x). * En Caroline du Nord, I’age est autorisé uniquement lorsqu’il
s’agit d’accorder un rabais aux conducteurs agés de 55 ans et plus. En Pensylvanie, la cote de crédit
peut étre utilisée pour les nouvelles affaires et pour réduire les taux au renouvellement, mais pas
pour augmenter les taux au renouvellement. En Alberta, la cote de crédit et I'ancienneté du permis
de conduire ne peuvent étre utilisées pour la couverture obligatoire (mais peuvent I'étre sur des
couvertures optionnelles). Au Labrador, I’dge ne peut étre utilisé avant 55 ans, et pour les plus de
55 ans, seul un rabais est autorisé (comme en Caroline du Nord).

La discrimination actuarielle, que Gandy 2016 appelle aussi “discrimination based on actuarial
evidence”, semble autorisée dans de nombreuses juridictions. En Europe, I'article 5-2 de la directive
2004/113, sur le fondement de la Charte des droits fondamentaux, prévoyait que “les Etats
membres peuvent décider (--+) d’autoriser des différences proportionnelles dans les primes et les

18. Pour les Etats—Unis, https://www.thezebra.com/resources/research/car-insurance-rating-factors-by-state/ et et au Canada,
Bureau d’Assurance du Canada 2021.

19. Pout les ETats-Unis, CA : Californie, HI : Hawaii, GA : Georgia, NC : Caroline du nord, NY : New York, MA :
Massachusetts, PA : Pennsylvanie, FL : Floride, TX : Texas, et pour le Canada, AL : Alberta, ON : Ontario, NB : Nouveau-
Brunswick, NL : Terre-Neuve-et-Labrador, QC : Québec.

20. Contrairement a la plupart des pays européens, qui ont une culture juridique romano-civiliste (ou la principale
source du droit se trouve dans les codes juridiques), les Provinces canadiennes et les Etats des Etats-Unis d’Amérique
ont un systéme de “common law” (ou les régles sont principalement édictées par les tribunaux au fur et a mesure des
décisions individuelles). Le Québec utilise un droit mixte. Il existe dans la plupart des Etats et Provinces des documents
listant les “Prohibited Rating Variables”, comme Automobile Insurance Rate Board 2022 en Alberta.
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prestations des particuliers lorsque I’utilisation du sexe est un facteur déterminant dans I’évaluation
du risque, sur la base de données actuarielles et statistiques pertinentes et précises”, comme le
rappelle Laulom 2012. En France, l'article L. 111-7 du Code des Assurances affirme que “le ministre
chargé de I’économie peut autoriser par arrété des différences de primes et de prestations fondées
sur la prise en compte du sexe et proportionnées aux risques lorsque des données actuarielles
et statistiques pertinentes et précises établissent que le sexe est un facteur déterminant dans
I’évaluation du risque d’assurance”. Au Québec, comme I'affirme I'article 20.1 de la charte des
droits et libertés de la personne, “la distinction fondée sur I'age, le sexe ou I’état civil est permise
lorsqu’elle repose sur un facteur qui permet de déterminer un risque. Par exemple, une compagnie
d’assurance peut vous poser des questions sur votre age et votre sexe pour fixer votre prime”.
En Californie, comme le notait Butler et Butler 1989, de nombreuses variables de tarification ne
peuvent étre utilisées par les assureurs s'il ne sont pas liés de maniére causale au risque d’accident
et a leur codt.

f—[ Discrimination & assurance, par Rodolphe Bigot} ~

Pour lutter contre les discriminations, il existe des interdictions générales, formulées dans le Code pénal et le Code
civil, et des interdictions spéciales en droit des assurances, insérées dans le Code des assurances. Toutes deux
connaissent des aménagements a géométrie variable liés aux spécificités de I'activité d’assurance. En matiére
civile, une interdiction générale, applicable a I'assurance, est prévue a I'article 16-13 du Code civil, lequel dispose
que « Nul ne peut faire I'objet de discriminations en raison de ses caractéristiques génétiques ». En matiére pénale,
le refus ou la subordination de la fourniture d’un service ou d’un bien fondé sur I'un des critéres - discriminatoires
- figurant a I'article 225-1 ou 225-1-1 du Code pénal constitue une discrimination répréhensible (C. pén., art. 225-
1 et s.). Depuis 2008, sont ainsi visées I'ensemble des discriminations directes ou indirectes fondées sur de tels
critéres (L. 27 mai 2008; modif. par L. 18 nov. 2016 de modernisation de la justice du XXI*"*siécle), avec une
dérogation générale en présence de différences de traitement « justifiées par un but légitime » et si « les moyens
de parvenir a ce but sont nécessaires et appropriés ». Un renversement de la charge de la preuve est prévu pour
les actions portées devant le juge civil (L. 27 mai 2008, art. 4), a la différence des régles de preuve applicables
devant le juge pénal ou il revient au demandeur de prouver la discrimination.

En premier lieu, une distinction fondée sur I’age notamment (C. pén., art. 225-1 et 225-2) est constitutive d’une
discrimination pénalement sanctionnée si elle tend a appliquer une différence de traitement pour I'accés aux
garanties d’assurance ou pour la cessation des prestations d’assurance : elle est donc interdite dans les risques
de perte d’emploi pour garantir un prét bancaire par exemple. Mais une dérogation est prévue pour la tarification
des contrats d’assurance sur la vie (assurances déces et rentes viageres), par application des tables de mortalité
(C. assur., art. A 132-18). Le Défenseur des droits a admis cette discrimination pour un candidat a I'assurance
santé agé de 74 ans dont I'adhésion a été refusée car la police la limitait a 70 ans (avis n® MLD/ 2012-150,
16 novembre 2012 : “lorsqu’elles sont objectivement justifiées par des éléments actuariels et statistiques, les
limites d’age dans I'accés a un contrat d’assurance de personnes ne constituent pas des discriminations” (--+) “le
caractére aléatoire du contrat d’assurance, les principes de sélection des risques et de leur mutualisation, peuvent
justifier la prise en compte du critére de I’age en matiére d’assurance de personnes”. L’article 2 de la loi du 27
mai 2008 prévoit deux autres exceptions qui devraient étre confirmées par la proposition de directive relative a
I’égalité de traitement entre les personnes (COM 2008/426 du 2 juillet 2008) : 1) les différences de traitement
justifiées par un but Iégitime, si les moyens de parvenir a ce but sont nécessaires et appropriés; 2) lorsque les
différences de traitement sont prévues et autorisées par les lois et réglements en vigueur.

En deuxiéme lieu, sont également prohibées les discriminations fondées sur « la situation de famille » ou sur I’
« orientation sexuelle » (C. pén., art. 225-1 et 225-2). Entrerait dans cette catégorie, en présence d’un couple
d’assurés homosexuels, le refus par un employeur de verser le bénéfice d’un capital décés au profit du partenaire
pacsé d’un salarié ou au profit du salarié pacsé en cas de décés de son partenaire (---)

Pour reprendre I'analyse de Cummins et al. 2013, il existe plusieurs critéres pour justifier I'utilisation
(ou pas) d’une variable tarifaire : un critére actuariel, opérationnel, d’acceptabilité sociale et légal.
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2.1.1 Un critére actuariel

Une variable de classification est considérée comme actuariellement juste, au sens de Cummins
et al. 2013, si elle est précise, si elle assure ’homogénéité entre les membres, si elle présente
une crédibilité statistique et si elle est fiable dans le temps. Une variable de classification sera
dite “exacte” si elle répartit les assurés de fagon a ce que chacun paie une prime proportionnelle
a son colt prévu des sinistres. Pour prévenir I'antisélection, c’est probablement le critére le
plus important. L’homogénéité exige que tous les assurés d’'une méme classe de risque aient le
méme colt attendu des sinistres. |l faut un grand nombre d’assurés dans chaque groupe pour
que I'historique des sinistres du groupe soit statistiqguement crédible, et que la mutualisation
puisse avoir encore du sens. Un nombre trop faible de membres entraine des pertes qui varient
fortement d’une année a I'autre et fait fluctuer les primes de la méme maniére. Enfin, une variable
de classification fiable produit des différences de colts entre les différents groupes qui restent
relativement stables dans le temps. Etre percu comme un “bon risque” en 2020 puis comme un
“mauvais risque” en 2021, sans avoir eu I'impression que sa conduite ait changé entre temps, ne
sera généralement pas bien percu.

f—[ Discrimination & assurance, par Rodolphe Bigot} ~

(--+) En troisieme lieu, les discriminations fondées sur la grossesse et la maternité des femmes sont prohibées. En
assurance, il ne peut leur étre réservé un traitement moins favorable en matiére de primes et de prestations par
suite des frais liés a la grossesse et a la maternité (C. assur., art. L. 111-7, |, alinéa 2) car par principe les deux sexes
sont concernés par la maternité. Autrement dit, les contrats d’assurance, quel que soit le risque couvert (santé,
prévoyance...), ne doivent plus comporter de traitements différenciés sur ces facteurs. La clause instituant un délai
de carence plus long pour la prise en charge des frais d’hospitalisation, lorsque cette derniére est consécutive a
une grossesse, n’est donc plus licite. En revanche, s’il existe des données actuarielles et statistiques pertinentes,
autrement dit par des considérations objectives, « les dispositions contractuelles plus favorables aux femmes
pourront subsister. Le non-respect de ces dispositions expose aux sanctions prévues par le Code pénal pour les
actes de discrimination » (Lamy Assurances, 2021, n° 3806).

En quatrieme lieu, le refus de la fourniture d’un bien ou d’un service en raison du lieu de résidence d’une personne
constitue une discrimination au sens pénal (C. pén., art. 225-1). S’il est toujours possible de moduler le montant de
la prime en fonction du lieu de résidence de I'assuré, I'assureur se voit interdire de refuser un candidat a I'assurance
a raison de ce facteur. Ne sont pas concernées les souscriptions ou adhésions réalisées par des résidents d’Etats
avec lesquels un assureur frangais n’est pas habilité a contracter (Lamy Assurances, 2021, n° 3808).

En cinquiéme lieu, est prohibé le refus d’assurance en raison de la précarité sociale de I'assuré, qui entre dans
le champ de l'infraction de discrimination pour refus de la fourniture d’'un bien ou d’un service en raison « de
la particuliére vulnérabilité résultant de la situation économique, apparente ou connue de son auteur » (C. pén.,
art. 225-1, modifié par L. 24 juin 2016 visant a lutter contre la discrimination a raison de la précarité sociale).
L’assureur ne peut rejeter une adhésion ou une souscription sur cette base mais il peut néanmoins tenir compte de
ce facteur pour moduler le montant de la prime. Relevons que depuis le 26 juin 2016, une discrimination indirecte
peut résulter d’une disposition, un critére ou une pratique neutre en apparence, mais susceptible d’entrainer un
désavantage particulier pour des personnes. Il existe par ailleurs un systeme complexe de protection pour les
personnes vulnérables en assurance : “le mouvement pour les personnes vulnérables est une danse qui alterne
entre protection spéciale et protection indifférenciée” (Noguéro 2010, op. cit., RGDA, p. 633).

2.1.2 Un critéere opérationnel

Certaines variables de classification des risques actuariellement équitables ne peuvent pas étre
mises en ceuvre dans la pratique car elles ne possédent pas les critéres opérationnels d’objectivité,
de faible colt de mise en ceuvre et de difficulté de manipulation. Les données dont la collecte et
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la vérification sont lourdes et colteuses font rarement de bonnes variables de classification. En
lien avec I'objectif de faibles colts administratifs, les données utilisées dans un autre but font de
bonnes variables de classification des risques. L'utilisation d’une variable déclarée, ou collectée
par d’autres organismes, réduit la probabilité qu’elle soit manipulée, et comme le soulignent
Cummins et al. 2013, diminue le colt de la vérification. Une variable de classification doit offrir
peu d’ambiguité entre les assurés, et les classes totales décrites par la variable doivent étre
mutuellement exclusives et exhaustives.

f—[ Discrimination par le sexe & assurance, par Rodolphe Bigot} ~

Les discriminations relatives au sexe font I'objet d’un régime renouvelé dédié aux nouveaux contrats conclus a
compter du 21 décembre 2012 (sauf les contrats de retraite, maladie et accident souscrits par un employeur et
auxquels adhére le salarié a titre obligatoire; C. séc. soc., art. L. 911-1) et visant a appliquer de maniére uniforme
la régle unisexe - prohibant toute discrimination directe ou indirecte fondée sur le sexe - aux contrats d’assurance
au sein de I’'Union européenne (Parléani 2012, p. 563). L’article A. 111-6 du Code des assurances a intégré les
lignes directrices de la Commission européenne (Arr. 18 déc. 2012, NOR : EFIT1238658A, relatif a I'égalité entre
les hommes et les femmes en assurance, JO 20 déc., mod. par Arr. 3 févr. 2014, NOR : EFIT1400411A, JO 11
févr.).

Le calcul des primes et prestations entre dans le champ d’application de la régle unisexe (dans les opérations
d’assurance classées, par référence a I'article R. 321-1, dans les branches : 1 « Accidents (y compris les accidents
du travail et les maladies professionnelles) » (art. a. 111-2), 2 « Maladie » (art. A. 111-3), 3 « Corps de véhicules
terrestres (autres que ferroviaires) » (art. A. 111-4), 10 «Responsabilité civile véhicules terrestres automoteurs» (art.
A. 111-4), 20 «Vie-décés» (art. A. 111-5), 22 « Assurances liées a des fonds d’investissement » (Art. A. 111-5), 23
« Opérations tontiniéres » (Art. A. 111-5), 26 « Toute opération a caractére collectif définie a la section | du chapitre
I*du titre IV du livre IV » (art. A. 111-5)). A titre dérogatoire, le critére du sexe peut étre employé « comme facteur
d’évaluation des risques en général pour recueillir, stocker, utiliser des informations sur le sexe ou liées au sexe
pour le provisionnement et la tarification internes, le marketing et la publicité, la tarification de la réassurance.
L’utilisation du sexe comme discrimination indirecte est également admise pour la tarification de certains risques
réels, comme par exemple une différenciation de primes fondée sur la taille du moteur d’une voiture alors méme
que les voitures les plus puissantes sont de fait davantage achetées par les hommes » (Lamy Assurances, 2021,
3803).

Pour mettre en conformité la loi francaise avec les régles européennes, I'article L. 111-7 du Code des assurances a
été réécritavec laloi du 26 juillet 2013. Un alinéa Il bis a été ajouté : « La dérogation prévue au dernier alinéa du | est
applicable aux contrats et aux adhésions a des contrats d’assurance de groupe conclues ou effectuées au plus tard
le 20 décembre 2012 et a ces contrats et adhésions reconduits tacitement aprés cette date. La dérogation n’est
pas applicable aux contrats et aux adhésions mentionnés au premier alinéa du présent Il bis ayant fait I'objet aprés
le 20 décembre 2012 d’une modification substantielle, nécessitant ’accord des parties, autre qu’une modification
qu’une au moins des parties ne peut refuser ». En matiére de garanties collectives complémentaires des salariés,
aucune discrimination fondée sur le sexe ne peut étre réalisée. Mais les assureurs ont toujours la possibilité de
proposer des options dans les polices ou des produits d’assurance selon le sexe afin de couvrir les conditions qui
concernent exclusivement ou essentiellement les hommes ou les femmes. Une couverture différenciée est donc
possible pour le cancer du sein ou de I'utérus en encore le cancer de la prostate.

2.1.3 Un critére d’acceptabilité sociale

Une troisiéeme considération dans la sélection des variables de classification des risques est
I’acceptabilité sociale. Selon la classification de Cummins et al. 2013, les quatre principaux critéres
sont le respect de la vie privée, la causalité, la controlabilité et le caractére abordable/disponible.
Le respect de la vie privée influe sur la volonté des individus de divulguer certaines informations
qui, a leur tour, influent sur la précision d’une variable de classification des risques ainsi que sur
la facilité avec laquelle elle peut étre collectée et vérifiée (nous reviendrons sur ce point a la fin
de cette partie). La causalité exige plus qu’une relation intuitive entre la variable de classification

45



et les pertes attendues. Une bonne variable de classification des risques doit encourager les
individus a agir pour réduire la fréquence et/ou la gravité attendues de leurs pertes - le critére de
“controlabilité”. Le critére social d’abordabilité / disponibilité exige que ceux qui doivent acheter une
protection d’assurance puissent raisonnablement le faire. L’acceptabilité sociale semble d’autant
plus grande que le risque est relié a un critére relevant d’un choix de I'assuré.

2.1.4 Un critere légal

Enfin, en pratique, l'utilisation ou l'interdiction de certaines variables de classification est le
plus souvent imposée par une loi (ou un réglement). Au Canada, les lois provinciales, qui sont
généralement plus restrictives que dans la plupart des Etats aux Etats-Unis, exigent généralement
que les variables de classification ne soient pas injustement discriminatoires, c’est-a-dire que
le critere d’équité actuarielle doit étre démontré. Cependant, les variables de classification ont
parfois été interdites parce qu’il n’existe qu’une relation de corrélation et non de causalité entre
la variable de classification et les colts des sinistres prévus, ou parce qu’elles ont été jugées
socialement inacceptables. Les critéres légaux, évidemment, varient par Etat et Province, comme
nous le mentionnions dans le Tableau 2.1. Des encadrés reviennent sur le critére légal en France,
entre la page 43 et la page 45.

2.1.5 Variable protégée

Sans variable explicative, on dispose de la paire (y,p) avec p binaire, par exemple le genre 21,
p € {H,F}, ou plus généralement une distinction de la forme p € {0,1}?°. Avec des variables
explicatives, on dispose du triplet (y, «, p). Considérons une base de données télématiques, avec
1177 contrats d’assurances, observés pendant une année compléte, décrite dans le Tableau 2.2 et
la Figure 2.1. On dispose d’un couple de variables (z1, z5), respectivement le nombre de kilométres
parcourus en 2019 et I'age de I'assuré (qui n’est pas vu ici comme un attribut protégé), d’'une
variable protégée binaire p correspondant au genre du conducteur, et y est la variable binaire
indiquant la survenance d’accident en 2020, que I'on cherche a prédire quand on veut calculer
un tarif.

Variable protégée binaire, sans variables explicatives

Savoir si le genre p est une variable “prédictive”, ou “discriminante” (quand on veut prédire la
sinistralité) peut s’interpréter sous la forme d’un test statistique, Hy : E[Y|P = H| = E[Y|P = F],
qui est un test de moyenne sur deux échantillons. Dans le cas ou y est une variable binaire, on a
un test de proportion. Le test est alors équivalent a tester I'indépendence entre les deux variables
binaires y (a valeurs dans {0, 1}) et p (a valeurs dans {H, F}), par un test du chi-deux. Ici, le test
d’égalité de proportion et le test du chi-deux ont une p-value “~ de 68.45 %.

21. Comme rappelé en préambule du document, conformément a I'usage dans la littérature, le genre sera souvent
utilisé comme variable protégée pour illustrer différentes notions en lien avec les discriminations, et sera traité comme
une variable binaire (prenant deux valeurs “homme” et “femme”). Il ne s’agit aucunement d’une prise de position.

22. La littérature sur les discrimination utilise les termes “groupe privilégié”, “groupe favorisé” et “groupe majoritaire”
de facon presque interchangeable, comme discuté a la fin de la section 1.3.4. Encore une fois, ces étiquettes ne sont
pas destinées a transmettre un quelconque jugement concernant le mérite réel, mais sont uniquement destinées a étre
descriptives et a reconnaitre qu’historiquement, un groupe a été favorisé, autrement dit, qu’il a historiquement regu une

sorte de statut privilégié que le “groupe défavorisé” n’a pas regu.
23. L’hypothése alternative étant ici que le genre est (significativement) discriminant, H, : E[Y |P = H] # E[Y|P = F].
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Figure 2.1 - Survenance d’un accident de la route en fonction de I'age de conducteur, du nombre
de kilométres parcourus pendant I'année 2019, et du genre du conducteur. Les points
conducteurs non-sinistrés en 2020, et les points rouges sont les conducteur qui ont eu un sinistre en

sont les

2020.
Total Femmes Hommes Proportions
18-20 ans 26/202~12.9 % 3/69~ 4.3% 23/133~17.3% | 34.2 %65.8%
21-25 ans 83/529~15.7 % | 34/229~14.8 % 49/300~16.3 % | 43.3 %-56.7 %

plus de 26 ans

49/446~11.0 %

25/185~13.5%

24/261~ 9.2 %

41.5 %-58.5 %

moins de 10,000 km/an
10,000-20,000 km/an
plus de 20,000 km/an

57/550~10.4 %
74/504~14.7 %
27/123~22.0 %

25/256~ 9.8 %
29/191~15.2 %
8/36~22.2 %

32/294~10.9 %
45/313~14.4 %
19/87~21.8%

46.5 %-53.5 %
37.9 %-62.1%
29.3 %-70.7 %

Total

158/1177~13.4 %

62/483~12.8 %

96/694~13.8 %

41.0 %-59.0 %

Table 2.2 - Statistiques descriptives d’accidents sur une base de 1177 assurés couverts pendant
I'année 2019. La premiére variable est I'dge du conducteur (coupée en trois classes), la seconde est
le nombre de kilométres parcourus en 2019 (source : compagnie d’assurance en France).

Variable protégée binaire, avec variables explicatives (x)

Au lieu de regarder I'indépendance entre y et p (comme auparavant), on peut tester I'indépendance
entre y et pXxx, pour une variable catégorielle x, comme une tranche d’age, ou la distance parcourue
en un an. Pour un seuil d’age de 25 ans (créant deux catégories, les moins de 25 ans et les plus
de 25 ans), et pour un seuil de kilométrages de 10,000 km, on a les tableaux de comptage de la
Table 2.3. Les p-values des tests du chi-deux sont respectivement de 1.3 % et de 3.7 %, ce qui nous
pousse a rejeter I'nypothése d’indépendance entre la sinistralité y et I'interaction genre et age (ou
on oppose les jeunes conducteurs aux plus expérimentés) et genre et kilométrage (ou on oppose
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ceux qui conduisent relativement peu aux autres). Dans le dernier cas, on voit que le genre importe

peu, la variable principale étant le kilométrage.

p X Ty y=0 y=1 prop. P X Toy y=0 y=1 prop.
P=F age<26 279 39 123% P =F, dist. <£10,000 231 25 9.8%
P=F, age>26 142 23 139% P =F, dist. > 10,000 190 37 163 %
P=H,age<26 374 76  169% P =H, dist. 10,000 262 32 109%
P =H, age >26 224 20 82% P =H, dist. > 10,000 336 64 16.0%

Table 2.3 - Statistiques descriptives d’accidents sur une base de 1177 assurés couverts pendant

I'année 2019.
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Figure 2.2 - Survenance d’'un accident de la route en fonction de I’dge de conducteur et du genre
du conducteur, avec I'dge en classes a gauche, et la version continue (lissée) a droite, et avec la
distinction entre les et les femmes.

Variable protégée non-binaire

La grande majorité des exemples dans la littérature sur I'équité traite exclusivement du cas ou
la variable protégée p est binaire, en témoignent Nielsen 2020 ou Agarwal et Mishra 2021 pour
des ouvrages récents sur le sujet. Mais dans certains cas, des variables continues p peuvent étre
considérées, comme nous l'avions vu dans le Tableau 2.1, certaines variables continues peuvent
étre utilisées.
— l'age (ou l'ancienneté du permis de conduire), interdit dans plusieurs Etats, comme la
Californie ou le Massachusetts, aux Etats-Unis,
— l'adresse ou le code postal, correspondant a une information spatiale, interdite dans I’Alberta
et I'Ontario, au Canada.
Dans la majorité des cas, la variable continue est discrétisée en classes (au lieu de I'age, on utilisera
des classes d’ages; au lieu de la localisation géographique, on utilisera des régions prédéfinies).
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Figure 2.3 - Survenance d’un accident de la route en fonction du nombre de kilométres parcourus
pendant I'année et du genre du conducteur, avec la distance en classes a gauche, et la version
continue (lissée et en échelle logarithmique) a droite, et avec la distinction entre les et les
femmes.

Mais il est possible de traiter la variable p comme une variable continue, et d’utiliser des tests
d’indépendance entre p et la variable cible y pour tester la présence, ou non, de discrimination,
comme dans Grari et Detyniecki 2022. Les tests de discrimination seront présentés dans le Chapitre
4.

2.2 Quelques exemples de discriminations

Le 21 aolt 1789 (comme le raconte Buchez 1846) Alexandre de Lameth, député de la noblesse
mais rallié au tiers état, propose ce qui deviendra I'article 5 de la Déclaration des droits de I'homme
et du citoyen, affirmant que “Tout ce qui n’est pas défendu par la Loi ne peut étre empéché”
(abusivement traduit 24 “tout ce qui n’est pas interdit est permis”). Dans cette section, nous allons
revenir sur les principales variables protégées 25, rencontrées en assurance, avec la discrimination
raciale, par le genre, par I'age, par le poids, et des fumeurs.

24. On dirait (en latin) ubi lex non distinguit, nec nos distinguere debemus (il n’y a pas lieu de distinguer 1a ou la loi ne
distingue pas).

25. Certains auteurs ont, historiquement, suggéré de considérer une discrimination basée de la richesse (ou du revenu),
comme Brudno 1976, Gino et Pierce 2010, ou plus récemment Paugam et al. 2017, mais ce critére sera ici écarté.
Les réflexions de ces auteurs soulévent toutefois des questions importantes sur les liens entre les discriminations, les
inégalités (économiques) et la méritocratie, comme le soulignait aussi Dubet 2014 et 2016.
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f_[ Mesurer une inégalité et une discrimination, par Avner Bar-Hen )

Tout le monde a son idée sur les inégalités et en parle comme si ¢’était quelque chose de simple. Penchons nous
sur la construction d’indicateurs de disparités de genre. Classiquement, il existe deux grandes approches dans la
mesure des indices d’'inégalité de genre : (i) La premiére méthode mesure I'égalité des genre a 'aide d’enquétes,
généralement en complément a d’autres questions. Dans ce cas, la connaissance de I'égalité entre les genres
n’est pas I'objectif principal. (ii) La deuxiéme approche est basée sur des objectifs et des statistiques pour les
quantifier. Les premiers indices internationaux ne datent que de 1995 et sont fortement basés sur I'indice de
développement humain (IDH) du PNUD. L’IDH est un concept bien théorisé et largement diffusé; ceci permet de
savoir assez précisément ce que I'on mesure mais les comparaisons internationales sont difficiles. Les variables
complémentaires a I'IDH qui ont pu étre proposées sont souvent intéressantes mais compliquent surtout la lisibilité
du résultat.

Depuis les années 2000, plusieurs alternatives ont été proposées. Parmi les plus populaires, on peut citer I'indice
de parité hommes-femmes (Gender Equity Index, GEI, introduit par Social Watch en 2004) ou I'Indice mondial de
I'écart entre les genres (GGG proposé par le Forum Economique Mondial en 2006). Ces indices se revendiquent
comme des mesures de I'égalité des genres mais leurs concepts généraux ne sont pas clairement formulés.
Par exemple, le GEI ignore les causes sous-jacentes de I'inégalité entre les genres, comme la santé. D’autre
propositions comme l'indice des institutions sociales et des genres (Social Institutions and Gender Index, SIGlI,
proposé par 'OCDE en 2007) se concentre sur les institutions sociales qui affectent I'égalité entre hommes et
femmes, mais aussi sur le code de la famille ou les droits de propriété. Cet indice peut étre vu comme une
mesure combinée des désavantages féminins par rapport aux hommes concernant certains droits fondamentaux
et 'accomplissement de droits distinctifs pour les femmes. Le manque de symétrie dans les indicateurs du SIGI et
les échelles des indicateurs ne permet pas au final de savoir ce qui est mesuré.

Le but de ces différents indices est d’évaluer les multiples aspects des disparités entre les genres, non seulement
dans les recherches universitaires sur les causes et les conséquences de I'inégalité entre les genres, mais aussi
pour éclairer les débats de politiques publiques. Un indice unique n’est jamais la solution au probléme provoqué
par le nombre important d’indicateurs : il est donc nécessaire de comparer les différents indices de genre.
Or, la description des méthodologies utilise des terminologies différentes, ne décrit pas correctement les choix
méthodologiques et reste souvent muette sur les sources potentielles d’erreur de mesure. Enfin, les développeurs
d’indice ne sont que rarement explicites sur le concept global qu’ils cherchent a mesurer. Autre point important,
I'utilisation des données sur le genre interroge sur la qualité des données. Si elles sont de qualité douteuse, la
Iégitimité de leur utilisation pour des objectifs collectifs est questionnable. Les choix méthodologiques qui sous-
tendent la construction des indices montrent souvent que ce que I'indice mesure est différent de ce qu’il prétend
déterminer!

Les contributions précieuses apportées par les promoteurs des indices de genre doivent étre reconnues. lls
constituent une ressource qui a permis de décrire les disparités entre les genres et de promouvoir les droits des
femmes d’une maniére plus efficace que ce qui était possible avant 1995. Avoir un indice empirique global est
préférable a ne pas en avoir, méme si les mesures actuelles souffrent de faiblesses méthodologiques. Cependant,
la production d’indices multiples crée également un probléme pour les utilisateurs : ils n’ont pas les moyens de les
comparer entre eux.

2.2.1 Discrimination raciale

Avant de commencer, rappelons qu’au sens biologique, les races n’existent pas, et qu'au sens
sociologique, les races sont construites par le racisme. Le racisme est ici un ensemble de

mécanismes qui créent (ou perpétuent) des inégalités sur la base de |a racialisation des groupes,
avec un groupe “privilégié” qui sera favorisé, et un groupe “racisé” qui sera défavorisé. Compte tenu

du lien formé entre le racisme et la perception des discriminations, il est naturel de commencer par
cette variable protégée (méme si elle n’est pas clairement définie pour I'instant). Historiguement,

aux Etats-Unis, la notion raciale a été centrale dans les discussions sur la discrimination (Anderson

26. Professeur au Conservatoire National des Arts et Métiers a Paris
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2004 propose un retour historique aux Etats-Unis).

r—[ Race et origine ethnique, par Elisabeth Vallet 27} D

Depuis les débuts de la République, le recensement aux Etats-Unis permet d’identifier les individus selon de
grandes catégories raciales et ethniques. En plus des catégories classiquement définies au niveau fédéral (Blancs/-
caucasiens, Noirs/Afro-Américains, Asiatiques-Américains, Amérindiens/Autochtones d’Alaska, Autochtones d’Ha-
wai/Insulaires du Pacifique, Multiracial), le recensement décennal y ajoute la catégorie Hispaniques/Latino. Il est
également prévu qu’a terme, la catégorie Moyen-Orient et Afrique du Nord soit prise en compte par le recensement.

Cette classification raciale, qui sert désormais de base a I'analyse statistique du pays trouve toutefois son ancrage
dans I'esclavagisme et une classification visant a établir une forme de pureté raciale, lorsqu’ont été appliquées les
regles « de la goutte de sang unique » et du « quantum de sang » (Villazor 2008) pour déterminer I'appartenance a
des groupes raciaux, et qui ont contribué a former les groupes de populations concernées et leur propre perception
d’elles-mémes. De surcroit, la complexité de cette classification tient au fait qu’elle n’est pas toujours fondée sur
des éléments constants. D’une part les catégories, telles qu’elles sont énoncées dans les formulaires, évoluent
dans le temps. Ainsi, la nature du questionnaire et la maniére dont les questions sont formulées, parce qu’elles
évoluent, altérent parfois le portrait global de la population sur une longue durée.

D’autre part, cette classification repose désormais sur une auto-identification des individus qui, elle aussi peut
varier d’'un recensement a l'autre. Ainsi certaines études ont montré des évolutions importantes dans I'auto-
identification de certains individus, dont il faut tenir compte lorsque I'on utilise ces données. Selon Liebler
et al. 2017 par exemple, des variations importantes ont été enregistrées pour de mémes individus entre le
recensement de 2000 et celui de 2010, particulierement dans des catégories qui pouvaient rapporter plusieurs
origines ethniques ou encore hispaniques. Ainsi, I’étude montre que la constance des réponses était plus marquée
chez les blancs non hispaniques, les noirs et les asiatiques. L’instabilité d’identification est ainsi plus marquée
parmi les personnes qui s’identifient comme autochtones, les insulaires du pacifique, les personnes a origines
multiples, et hispaniques. Les raisons sont multiples, mais elles tiennent en partie a I’évolution de I'intégration
des communautés immigrantes, ou encore au fait que le métissage peut amener la prévalence d’une identité sur
I'autre dans le temps. Ainsi les analyses doivent inclure le fait que I'idée méme de race / appartenance ethnique,
construction sociale, doit étre incluse comme telle dans I'analyse des données statistiques.

Comme le rappelle Wolff 2006, en 1896, Frederick L. Hoffman, actuaire chez Prudential Life
Insurance, a publié un ouvrage démontrant, statistiques a I'appui, que le Noir américain n’était
pas assurable (voir Hoffman 1896). Du Bois 1896 a noté avec ironie que le taux de mortalité
des Noirs aux Etats-Unis n’était que trés Iégérement supérieur (mais comparable) & celui des
citoyens blancs a Munich, en Allemagne, a la méme époque. Mais surtout, la principale critique
est d’avoir agrégé toutes sortes de données, empéchant une analyse plus fine d’autres causes de
(possible) surmortalité (c’est aussi I'argument avancé par O’Neil 2016). A cette époque, aux Etats-
Unis, plusieurs Etats adoptaient des lois anti-discrimination, interdisant de demander des primes
différentes sur la base d’une information raciale. Par exemple, comme le souligne Wiggins 2013,
au cours de I'été 1884, la législature de I'Etat du Massachusetts a adopté la loi visant & prévenir
la discrimination des compagnies d’assurance-vie a I'égard des personnes de couleur. Cette loi
empéchait les assureurs-vie opérant dans I'Etat de faire “any distinction or discrimination between
white persons and colored persons wholly or partially of African descent, as to the premiums or rates
charged for policies upon the lives of such persons”. La loi exigeait également que les assureurs
paient des indemnités complétes aux assurés afro-américains. C'est sur la base de ces lois que
'argument de non-assurabilité a été invoqué : assurer les Noirs au méme tarif que les Blancs
serait statistiquement inéquitable, soutenait Hoffman 1896, et ne pas assurer les Noirs était la
seule maniére de se conformer a la loi (voir aussi Heen 2009). Comme le raconte Bouk 2015

27. Professeure, directrice du centre Raoul Dandurand a Montréal, Canada
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“Industrial insurers operated a high-volume business; so to simplify sales they charged the same
nickel to everyone. The home office then calculated benefits according to actuarially defensible
discriminations, by age initially and then by race. In November 1881, Metropolitan decided to mimic
Prudential, allowing policies to be sold to African Americans once again, but with the understanding
that black policyholders’ survivors only received two-thirds of the standard benefit”.

Sur le marché du crédit, Bartlett et al. 2021, prenant la suite de Bartlett et al. 2018, montrent
qu'aux Etats-Unis, la discrimination fondée sur I'origine ethnique a continué d’exister sur le
marché hypothécaire américain (pour les Afro-Américains et les Latino-Américains), autant les
préts traditionnels que les préts basés sur des algorithmes. Mais les algorithmes ont changé la
nature de la discrimination, passant d’une discrimination basée sur les préjugés, ou I'aversion
humaine, a des applications illégitimes de discrimination statistique. De plus, les algorithmes font
de la discrimination non pas en refusant des préts, comme le font les préteurs classiques, mais
en fixant des prix ou des taux d’intérét plus élevés. En santé, Obermeyer et al. 2019 montrent
qu’il existe des discriminations fondées sur I'ethnicité ou sur des préjugés “raciaux”, dans un
logiciel commercial largement utilisé pour affecter les patients nécessitant des soins médicaux
intensifs @ un programme de gestion des soins. Les patients blancs étaient plus susceptibles
d’étre affectés au programme de soin que les patients noirs dans un état de santé comparable.
L’affectation a été effectuée a I'aide d’un score de risque généré par un algorithme. Le calcul
comprenait des données sur les dépenses médicales totales d’'une année donnée et des données
fines sur I'utilisation des services de santé au cours de I'année précédente. Le score ne refléte
donc pas I'état de santé attendu, mais prédit le colt des traitements. Les préjugés, les stéréotypes
préjugés et incertitudes cliniques de la part des prestataires de soins de santé peuvent contribuer
aux disparités raciales et ethniques dans les soins de santé, comme le soulignait Nelson 2002.
Enfin, en assurance automobile, Heller 2015 a révélé que les quartiers a prédominance afro-
américaine paient 70 % de plus, en moyenne, pour les primes d’assurance automobile que les
autres quartiers. En réponse, la Property Casualty Insurers Association of America avait répondu 28
en novembre 2015 que “insurance rates are color-blind and solely based on risk”. Cette position est
encore celle d’associations actuarielles aux Etats-Unis, pour lesquelles le questionnement sur les
discriminations n’ont pas de sens. Larson et al. 2017 ont obtenu 30 millions de devis de primes, par
code postal, pour les principales compagnies d’assurance a travers les Etats-Unis, et ont confirmé
qgu’un écart existait, méme s’il était plus faible. Aussi, dans I'lllinois, les compagnies d’assurance
facturaient en moyenne plus de 10 % de plus les primes de responsabilité civile automobile pour les
codes postaux “majoritairement minoritaires” (au sens ou le taux de personnes issues de minorités
était le plus importantzg) que pour les codes postaux majoritairement blancs. Historiguement,
comme le rappelle Squires 2003, de nombreuses institutions financiéres ont eu recours a une telle
discrimination en refusant de desservir des zones géographiques a prédominance afro-américaine.

Si de telles analyses se sont multipliées récemment (Klein 2021 propose une revue relativement
compléte de la littérature), ce probléme de discrimination raciale potentiel avait été analysé par
Klein et Grace 2001, par exemple, qui proposaient de tenir compte de covariables corrélées avec la
variable raciale, et qui montrait qu’il n’existe aucune preuve statistique de “redlining” géographique.
Cette conclusion était cohérente avec I'analyse de Harrington et Niehaus 1998, et a été reprise
par la suite par Dane 2006, Ong et Stoll 2007 ou Lutton et al. 2020 entre autres. Notons ici que
le “redlining” n’est pas seulement associé a un critére associal, mais bien souvent a un critére

28. En ligne sur leur site, https://www.pciaa.net/pciwebsite/cms/content/viewpage ?sitePageld=43349
29. Le terme “minorités” est utilisé pour désigner les personnes discriminées (et non pas d’éventuelles “minorités
dominantes”).
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économique. Un cas récent de discrimination statistique fait actuellement I'objet d’'une enquéte en
Belgique, comme le mentionne Orwat 2020. Dans ce pays, le fournisseur d’énergie EDF Luminus
refuse de fournir de I'électricité aux personnes vivant dans une certaine zone de code postal. Pour le
fournisseur d’énergie, cette zone de code postal représente une zone ou se trouvent de nombreuses
personnes ayant de mauvaises habitudes de paiement. Le “redlining”, qui est basé sur la variable
de substitution “lieu de résidence”, a été baptisé ainsi parce qu’il encercle des zones avec des lignes
rouges comme le notaient Barocas et Selbst 2016.

Si le terme “statistiques ethniques” est un sujet sensible en France, les recensements demandent,
traditionnellement (depuis plus d’un siécle), la nationalité a la naissance, distinguant ainsi Francais
de naissance et Francais par acquisition. Et, depuis 1992, la variable pays de naissance des parents
est introduite dans un nombre croissant d’enquétes publiques. Dans la statistique francaise, le
mot ethnique, au sens anthropologique (groupes humains infra-nationaux ou supra-nationaux dont
I'existence est attestée bien qu'ils n’aient pas d’Etat), a sa place depuis longtemps, avec en
particulier les enquétes sur les migrations entre I'Afrique et I’'Europe. Néanmoins, dans les textes
juridigues, dans lesquels il constitue parfois un substitut euphémique de racial. La loi Informatique
et Libertés de 1978 utilise ainsi I'expression origines raciales ou ethniques. Est ethnique, en ce
sens, toute référence a une origine étrangeére, qu’il s'agisse de nationalité a la naissance, de
nationalité des parents, ou de « reconstitutions » fondées sur le patronyme ou sur I'apparence
physique. Certains fichiers des renseignements généraux et de la police judiciaire contiennent des
informations personnelles sur les caractéristiques physiques des personnes, et en particulier sur
leur couleur de peau, comme le rappelle Debet 2007. Certains fichiers de recherche médicale
(par exemple en dermatologie) peuvent contenir des informations similaires. L'INSEE avait d’abord
refusé d’introduire une question sur le pays de naissance des parents, dans son enquéte Famille
de 1990 qui aurait pu servir de base de sondage. Il faudra attendre I'enquéte de 1999 pour que la
question soit enfin posée explicitement, comme le rappelle Tribalat 2016. Un autre soucis qui peut
se poser est que la différence qui peut exister sur les primes d’assurance entre origines ethniques
n'est pas le reflet de risques différents, mais de traitements différents. Hoffman, Trawalter et
al. 2016 montrent ainsi que les préjugés raciaux et les fausses croyances sur les différences
biologiques entre les Noirs et les Blancs continuent de faconner la facon dont nous percevons et
traitons les Noirs - elles sont associées aux disparités raciales dans I'évaluation de la douleur et les
recommandations de traitement.
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2.2.2 Discrimination par le genre

Un point de terminologie s'impose ici, pour distinguer le sexe et le genre.

T . .. 31
f—[Sexe et genre, par Emilie Biland-Curinier } ~

Il est classique de différencier le sexe, qui est une caractéristique biologique (en lien avec des caractéristiques
physiques et physiologiques, par exemple les chromosomes, I'expression génétique, les niveaux d’hormones et
la fonction hormonale, etc.) et le genre, qui désigne I'identité sexuelle d’individu. On décrit souvent le sexe et le
genre en termes binaires (fille/femme ou garcon/homme). Pourtant la diversité du développement sexué et des
formules atypiques est importante, que celles-ci soient d’origine chromosomique, hormonale ou environnementale.
En réalité, les débats sexe / genre sont nombreux, et se réfractent dans de nombreux champs du savoir et de I'action
publique.

En sciences sociales, le sexe est aujourd’hui moins considéré comme une “réalité biologique” que comme une
construction sociale, et surtout |égale : le sexe est celui qui est attribué a chaque individu sur son acte de naissance
et ensuite sur I'ensemble de ses “papiers” plus ou moins officiels. La plupart des gens conservent ce sexe natif
et légal toute leur vie mais certains en changent (une bonne partie des personnes “trans”, qu’elles aient ou non
procédé a une chirurgie génitale). Dans le cas de personnes inter-sexe / inter-sexuées, I'attribution du sexe Iégal
comporte une bonne part d’arbitraire (ou plus sociologiquement, de pouvoir discrétionnaire médical), puisque les
attributs biologiques ne correspondent a aucune des catégories binaires féminin / masculin. La plupart des pays
fondent cette catégorie I1€égale de sexe sur cette dualité, mais certains ont récemment ouvert d’autres possibles
(exemple : possible de renseigner X aux Pays-Bas, “divers” en Allemagne). Dans ces pays, on parle de sexe / genre
neutre, dans d’autres de troisiéme neutre.

En statistique, la catégorie “sexe” est celle qui est surtout utilisée. Cette catégorie est effectivement déclarative :
elle correspond le plus souvent au sexe légal, mais dans le cas ou on demande aux individus de la renseigner
(exemple : recensement), il peut y avoir des discordances (trés minoritaires). Fait intéressant : Statistique
Canada *°a récemment adapté ses catégories pour tenir compte de l'identité de genre (c’est-a-dire pour rendre
visible les personnes trans).

Dés lors, c’est principalement a partir de la variable sexe que I’'on analyse quantitativement les rapports de genre en
sociologie et en économie (et en particulier les inégalités entre femmes et hommes). Pour une bréve présentation de
cet enjeu dans le contexte francais Grobon et Mourlot 2014, sinon Amossé et De Peretti 2011. Enfin, le définition du
genre / gender en temps que concept des sciences sociales, on peut citer ces phrases de la philosophe Elsa Dorlin :
“Traduction du terme gender, le concept de genre a permis d’historiciser les identités, les réles et les attributs
symboliques du féminin et du masculin, les définissant, non seulement comme le produit d’une socialisation
différenciée des individus, propre a chaque société et variable dans le temps, mais aussi comme I’effet d’une
relation asymétrique, d’un rapport de pouvoir. En ce sens, le rapport de genre peut étre défini avec Joan Scott de
la fagon suivante : Le genre est une fagon premiére de signifier des rapports de pouvoir. Les catégories du masculin
et du féminin, comme les « hommes » et les « femmes » n’ont donc de sens et d’existence que dans leur rapport
antagonique et non pas en tant qu’« identités » ou en tant qu’« essences » prises isolément”, Dorlin 2005.

La directive européenne sur les biens et services de 2004, Conseil de I'Union Européenne 2004,
visait a réduire les écarts entre les sexes dans l'accés a tous les biens et services, discutée par
exemple par Thiery et Van Schoubroeck 2006. Une dérogation spéciale a I'article 5, paragraphe 2,
permettant aux assureurs de fixer des prix fondés sur le sexe pour les hommes et les femmes. En
effet, “les Etats membres peuvent décider (--+) d’autoriser des différences proportionnelles dans
les primes et les prestations des particuliers lorsque I'utilisation du sexe est un facteur déterminant
dans I'évaluation du risque, sur la base de données actuarielles et statistiques pertinentes et
précises”. Autrement dit, cette clause permettait une exception pour les compagnies d’assurance,
a condition qu’elles fournissent des données actuarielles et statistiques qui permettent d’établir

31. Professeure a Science-Po Paris
30. En ligne sur https://www.statcan.gc.ca/fra/concepts/definitions/variable-genre-sexe
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que le sexe est un facteur objectif d’évaluation du risque. La Cour de justice de I'Union européenne
a annulé cette exception juridique en 2011, dans un arrété longuement discuté par Schmeiser et
al. 2014 ou Rebert et Van Hoyweghen 2015, par exemple. Ce réglement, qui a suscité nombre de
commentaires en Europe en 2007 puis en 2011, avait aussi soulevé beaucoup de questions aux
Etats-Unis, plusieurs décennies auparavant, comme cette discussion a la fin des années 70, avec
G.D.Martin 1977, Hedges 1977 et Myers 1977. Par exemple, dans City of Los Angeles, Department
of Water and Power v. Manhart, la Cour supréme a examiné un systéme de retraite dans lequel
les employées versaient des cotisations plus élevées que les hommes pour la méme prestation
mensuelle en raison d’une espérance de vie plus longue. La majorité a finalement déterminé que
ce régime violait le titre VIl de la loi sur les droits civils de 1964, car il supposait que les individus se
conformeraient aux tendances plus larges associées a leur sexe. Une telle discrimination, a suggéré
le tribunal, est troublante du point de vue des droits civils car elle ne traite pas les individus comme
des individus, par opposition a de simples membres des groupes auxquels ils appartiennent. Ces
lois étaient motivées, en partie, par le fait que les décisions en matiére d’emploi sont généralement
individuelles : une personne spécifique est embauchée, licenciée ou rétrogradée, en fonction de sa
contribution passée ou attendue a la mission de I’employeur. En revanche, les stéréotypes sur les
individus basés sur les caractéristiques du groupe sont généralement davantage tolérés dans des
domaines comme I'assurance, ou la prise de décision individualisée n’a pas de sens.

On peut aussi mentionner les (possibles) discriminations contre des personnes transsexuelles. En
effet, comme le notait Jacobs et Sommers 2015, des assureurs aux Etats-Unis ont tenté d’inférer
des maladies sur la base de prescription de médicaments. Comment interpréter la décision d'un
assureur qui demande une majoration des primes pour des garanties en cas de décés, d’incapacité
de travail et d’invalidité sous prétexte que I'assuré s’est vu prescrire un traitement hormonal pour
une dysphorie de genre?

2.2.3 Discrimination par I'age

Aux Etats-Unis, I'idée que I’age peut constituer un motif de discrimination s’est traduit par le “Age
Discrimination in Employment Act” en 1967, voté en prenant la suite du “Civil Rights Act” de 1964,
qui se concentrait surtout sur les aspects éthiques et raciaux, comme le montre Macnicol 2006.
Dans la majorité des cas, la discrimination par I'age est envisagée sous I'angle de 'emploi, comme
le précisent Duncan et Loretto 2004 ou Adams 2004. On peut noter que certains assureurs font
du refus de discriminer suivant I'age un point important, une forme de “raison d’étre” (au sens
donné par la loi Pacte de 2019). Ainsi, en France, “la Mutuelle Générale s’engage a (-) renforcer la
solidarité entre les génération”, ce qui devrait se traduire par un refus de discriminer, de segmenter,
suivant ce critére.

Mais tout comme une distinction existe entre le sexe biologique et le genre, certains suggérent
de distinguer entre I'age biologique et I'age percu (ou subjectif), comme Stephan et al. 2015 ou
Kotter-Griuhn et al. 2016. Uotinen et al. 2005 montraient que cet age subjectif serait un meilleur
prédicteur de la mortalité que I’age biologique. Comme le souligne Beider 1987, on peut faire valoir
que si les gens n'ont pas une chance équitable en fonction de leur age, car tout le monde ne vieillit
pas de maniére identique, les gens mourant a des ages différents. Bidadanure 2017 rappelle que
la discrimination suivant I'age est toujours percue comme moins “préoccupante” que la plupart
des autres. Le processus de vieillissement, de la naissance a I'dge adulte, est corrélé a divers
processus de développement cognitifs qui font qu’il est pertinent d’attribuer une responsabilité,
une capacité de consentement et une autonomie différentes aux enfants, aux jeunes adultes ou
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aux personnes agées. Mais contrairement au sexe et a la race, I'age n’est pas une caractéristique
discréte et immuable. Comme le dit Macnicol 2006, I'age n’est pas un club dans lequel on nait. Nous
nous attendons a passer par les différentes étapes d’une vie et la vieillesse est un club que nous
savons que nous rejoindrons trés probablement un jour. Par conséquent, le traitement différentiel
en fonction de I'age ne génére pas nécessairement des inégalités entre les personnes au fil du
temps, alors que le traitement différent en fonction de I'origine ethnique et du sexe le fait : “une
société qui discrimine sans relache les gens en raison de leur 4ge peut encore les traiter de maniére
égale tout au long de leur vie (--+). Le tour de chacun [d’étre discriminé] vient” affirmait Gosseries
2014. Citant un arrét de la cour d’appel de 2008, Mercat-Bruns 2020 rappelle que “le législateur
a pris soin d’opérer une distinction entre I'dge et I'état de santé, il ne peut dés lors étre procédé a
un amalgame entre ces deux motifs en considérant que I'dge avancé induit nécessairement une
santé défaillante”.

En assurance automobile, comme rappelé par Cooper 1990, Liisa 1994 et Clarke et al. 2010,
'augmentation de la sinistralité chez les personnes agées s’explique par une perte d’acuité
sensorielle et motrice, par une consommation de médicaments (en particulier des psychotropes),
et une diminution des réflexes. Mais les personnes agées ont aussi tendance a moins conduire,
comme le souligne Fontaine 2003. Sur la Figure 2.4, on peut visualiser la fréquence d’accidents et
le nombre de déceés, par millions de kilométres parcourus, pour différentes classes d’age. Le risque
de blessure corporelle (ou de décés) dans un accident de voiture augmente significativement dés
60 ans et ne cesse d’augmenter rapidement avec I'age, comme le montrent Li et al. 2003, entre
autres.

— 2 _ o
2 8 T 8
u -
= =
® s 3
= o o =3
2 § - Fy
5§ ° g 3
k] 2 @
§ 2 o
T © T 5
o 9 - o <
5 £
§ s 8
S Z «
2 - | - ¥ =
| T T 1 f T T 1
20 40 60 80 20 40 60 80
Age du conducteur principal Age du conducteur principal

Figure 2.4 - Nombre d’accidents (a gauche) et nombre de décés (a droite), par million de kilométres
parcourus, pour les hommes et les , en fonction de I’age du conducteur. La référence (0) sont
les hommes de 30-60 ans. Le nombre d’accidents est trois fois plus élevé (+200 %) pour les plus de
85 ans, et le nombre de décés plus de dix fois plus élevés (+900 %) (source : Li et al. 2003).

Mais dans la majorité des pays, le risque moyen des personnes agées ne semble pas particulié-
rement important (tant que les personnes agées sont vues comme un groupe homogene). La Fi-
gure 2.5 montre I’évolution de la fréquence (annuelle) de sinistres, le colt moyen des sinistres et la
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Figure 2.5 - De gauche a droite, prime souscrite moyenne (dollars canadiens), fréquence des sinistres,
et colt moyen des sinistres (dollars canadiens), par tranche d’age (axe des abscisses) et par genre
(hommes en et femmes en rouge) au Québec (source Groupement des Assureurs Automobiles
2021).

prime moyenne en assurance automobile, au Québec, en fonction de I'dge des assurés (par tranche
d’age), pour la protection “collision et versement”.

Pour aller plus loin, Dulisse 1997, Meuleners et al. 2006 et Cheung et McCartt 2011 notent que la
part de responsabilité dans les accidents augmente aussi avec I’dge, avec en particulier davantage
d’accidents sur le coté droit, traduisant souvent un refus de priorité. De nombreux pays se sont
posés la question de la régulation en lien avec les ages trés avancés (au-dela de 80 ans). En matiére
de handicap, les assureurs n’ont pas le droit de discriminer suivant un handicap si la personne a le
droit de conduire. Mais pour les maladies dégénératives, rares sont les législations qui interdisent
explicitement de conduire, par exemple pour une personne ayant une maladie établie, comme
la maladie de Parkison, Crizzle et al. 2012. Le fait que les personnes agées soient davantage
responsables des sinistres pose de nombreuses questions morales, car se mettre soi-méme en
danger entant que conducteur est une chose, mais potentiellement en blesser voire en tuer d’autres
est moins acceptable.

2.2.4 Discrimination par le poids

Parallelement a 'augmentation des taux de surpoids et d’obésité dans la population, on observe
une augmentation quelque peu contre-intuitive des préjugés et de la discrimination a I’'égard des
personnes percues comme étant grosses (Latner et Stunkard 2003, Puhl et al. 2008, Andreyeva
et al. 2008 ou encore Sutin et Terracciano 2013). Le stéréotype “gros, c’est mal” existe dans
le domaine médical depuis des décennies, comme le rappelle Nordholm 1980. Une étude plus
approfondie est nécessaire pour vérifier dans quelle mesure cela affecte la pratique. Il semble que
les personnes obéses, en tant que groupe, évitent de rechercher des soins médicaux en raison
de leur poids. Cependant, un obstacle a la formulation de conclusions plus poussées est que la
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plupart des recherches reposent sur des mesures d’auto-évaluation dont la fiabilité et la validité sont
variables. Il est nécessaire d’aller au-dela des rapports d’attitudes pour s’intéresser aux pratiques
réelles en matiére de soins de santé.

Pour Czerniawski 2007, “with the rise of actuarial science, weight became a criterion insurance
companies used to assess risk. Used originally as a tool to facilitate the standardization of the
medical selection process throughout the life insurance industry, these tables later operationalized
the notion of ideal weight and became recommended guidelines for body weights”. A la fin des
années 50, 26 compagnies d’assurance ont coopéré, afin de déterminer la mortalité des assurés
en fonction de la corpulence des assurés, comme le montre Wiehl 1960. La conclusion est claire en
ce qui concerne la mortalité : “studies bring out the clear-cut disadvantage of overweight—mortality
ratios rising in every instance with increase in degree of overweight”. C’est aussi ce que disait Baird
1994, quarante ans aprés “obesity is regarded by insurance companies as a substantial risk for
both life and disability policies. This risk increases proportionally with the degree of obesity” (la
méme conclusion se retrouve chez Lew et Garfinkel 1979 ou Must et al. 1999).

Bien que les médecins reconnaissent les risques de I'obésité pour la santé et qu’ils percoivent un
grand nombre de leurs patients comme étant en surpoids, ils n’interviennent pas autant qu’ils le
devraient, sont ambivalents quant a la facon de gérer les clients obéses et sont peu susceptibles
d’orienter officiellement un client vers un programme de perte de poids. Puhl et Brownell 2001
notent que seuls 18 % d’entre eux ont déclaré qu’ils discuteraient de la gestion du poids avec leurs
patients en surpoids, ce pourcentage passant a 42 % pour les patients Iégérement obéses. D. R.
Black et al. 1994 ont montré que 'obésité était directement et significativement liée a des colts de
soins de santé plus élevés (un colt supérieur de 8 %), méme en tenant compte de I’age, du sexe et
d’un certain nombre de conditions chroniques. Comme I'ont montré Quesenberry et al. 1998, par
rapport aux personnes ayant un IMC/BMI de 20 a 24,9 kg/mQ, il y avait une augmentation de 25 %
a 44 % des codts annuels chez les personnes en surpoids modéré et sévére, apres ajustement pour
I’age et le sexe. Gibbs 1995 note qu’il est courant que les régimes d’assurance maladie excluent
explicitement de leur couverture le traitement de I'obésité. En 1998, I'Internal Revenue Service a
exclu les programmes de perte de poids de la déduction médicale, méme lorsqu’ils sont prescrits
par un médecin. Yusuf et al. 2005 ont montré une corrélation modeste entre I'indice de masse
corporelle (IMC, ou BMI) et le risque d’infarctus du myocarde, alors qu’elle était plus importante
avec le rapport tour de taille/hanche. Bien que cette mesure dépende fortement du sexe, il est
possible de I'utiliser, comme l'indique explioitement31 la Commission Europénne : “L’obésité est
un facteur de risque, mesuré par le rapport entre le tour de taille et le tour de hanche, qui est
différent pour les femmes et pour les hommes”.

2.2.5 Discrimination des fumeurs

Avant de parler du tabac, rappelons qu’il existe pour le Centre international de recherche sur le
cancer (CIRC) cing grands groupes d’agents : (1) cancérigénes certains (plutonium 239, radium,
amiante, butane, gaz moutarde, etc), (2A) probablement cancérigénes (insecticides non arsenicaux,
lampes et tables a bronzer, combustion domestique de biomasse (bois), etc.), (2B) peut-étre
cancérigénes (essence, gaz d’échappement des moteurs a essence, etc.), (3) inclassables (pétrole
brut, encres d’imprimerie, etc), (4) probablement pas cancérigénes. Les dangers du tabac sont
observés dés le début du XVI*siécle, et sa cancérogénicité (acteur provoquant, aggravant ou
favorisant I'apparition d’'un cancer) est soupgonnée au XVIII*"®siecle, avant d’étre largement

31. http://eur-lex.europa.eu/LexUriServ/LexUriServ.do ?uri=0J:C:2012:011:0001:0011:FR:PDF
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admise au milieu du XIX*"siécle. Toutefois, la responsabilité du tabagisme dans la genése des
cancers (en particulier du poumon) a été longue a établir. Le role cancérigéne du tabac a été
également suspecté dés le lendemain de la Premiére Guerre mondiale. Patterson 1987 rappelle
que dés 1930, les assureurs avaient observé que le tabac était en lien avec certains cancers. En
particulier, Frederick L. Hoffman avait commencé a collecter des statistiques a partir de 1915.
Hoffman 1931 affirmait ainsi “Smoking habits unquestionably increase the liability to cancer of
the mouth, the throat, the cesophagus, the larynx and the lungs”, tout en soulignant I'incroyable
hétérogénéité du groupe “fumeur” (tant sur la quantité que sur la qualité du produit fumé).

Pour Johnston 1945, “it is clear that smoking is an important cause of mortality”, présentant des
tables de mortalités comparant non-fumeurs et fumeurs (“moderate” et “heavy”). Aprés la Seconde
Guerre Mondiale, Richard Doll (discuté rétrospectivement dans Doll et A. B. Hill 1964 puis 2004),
puis des études de grande envergure dans les années 1950 et 1960, ont confirmé bon nombre
de liens. En 1954 était lancée une vaste étude prospective dont les résultats, vingt ans plus tard,
confirmaient I'association entre consommation chronique de tabac et réduction de I'espérance de
vie. Fisher 1958 et 1959 tente I'explication suivante : “there can therefore be little doubt that the
genotype exercises a considerable influence on smoking”, autrement dit, le fait de fumer serait
expliqué, génétiquement (Cook 1980 et Stolley 1991 analyseront les données utilisées par Ronald
Fisher et arriveront a des conclusions assez différentes). Ferrence 1990, Kluger 1999 ou Brandt
2007 reviennent sur I'histoire des liens entre le tabagisme et la santé. Dans un contexte actuariel,
Benjamin et Michaelson 1988 écrivaient “it seems clear that the heavier mortality resulting from
cigarette smoking has not yet as fully caught up with women as it has with men and as, undoubtedly,
it is beginning to”. Comme mentionné en introduction, Miller et Gerstein 1983 mentionnent les
premiéeres tables de mortalité pour les fumeurs.

2.3 Les proxys, corrélation fallacieuse et stéréotypes

En Statistique, comme I'expliquent Upton et Cook 2014, un “proxy” (on parlera aussi de “variable
de substitution”) est une variable qui, dans un modeéle prédictif, remplace une variable utile
mais non observable, non mesurable, ou, dans notre cas, qui ne peut étre utilisée car jugée
“discriminatoire”. Et pour qu’une variable soit un bon proxy, elle doit avoir une bonne corrélation,
avec la variable d’intérét. Un exemple relativement populaire est le fait qu’a I’école primaire, la
pointure de chaussure est souvent un bon proxy des capacités de lecture. En réalité, la taille des
pieds n’a pas grand chose a voir avec les capacités cognitives, mais chez les enfants, la taille des
pieds est trés liée a I’age, qui est lui méme trés lié aux capacités cognitives. Comme nous le verrons
dans la section 4.4.3, ce concept est trés lié aux notions de causalité.

Nous avons mentionné plus tot la vision des économistes sur la discrimination, comme Gary Becker,
et le lien avec une forme de rationalité et d’efficacité. Et en effet, pour de nombreux auteurs, ce
qui compte, c’est que I'association entre des variables soit suffisamment forte pour constituer un
prédicteur fiable. Pour Norman 2003, I'appartenance a un groupe fournit des informations fiables
sur le groupe, et par extension sur tout individu qui en est membre, I'utilisation systématique de ces
informations (la généralisation et les stéréotypes dont parlent Schauer 2006 et Puddifoot 2021)
peut étre économiquement efficace. Prenant un contre-pied éthique, Greenland 2002 rappelle que
certaines sources d’information devraient étre exclues de notre prise de décision parce qu’elles sont
non pertinentes, ou non causales, méme si elles peuvent fournir des informations assez fiables en
raison de leur corrélation forte avec un autre indicateur. L’argument central est que si des variables
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Métier part de femmes
Aides a domicile et aides ménagers et assistants maternels 97.7 %
Secrétaires 97.6 %
Aides-soignants 90.4 %
Infirmiers, sages-femmes 87.7%
Conducteurs de véhicules 10.5 %
Techniciens et agents de maitrise de la maintenance 8.9 %
Techniciens et agents de maitrise du batiment et des travaux publics 7.9 %
Ouvriers qualifiés du gros ceuvre du batiment 2.1%

Table 2.4 - Part de femmes, par métier, INSEE, 2011.

sont non causales, alors elles sont dépourvues de justification morale. Et la discrimination par
proxy pose des questions éthiques complexes. Comme le notait Birnbaum 2020, “if discriminating
intentionally on the basis of prohibited classes is prohibited - e.g., insurers are prohibited from
using race, religion or national origin as underwriting, tier placement or rating factors - why would
practices that have the same effect be permitted ?”. Autrement dit, on ne peut pas se contenter
de comparer les primes payées, mais le processus narratif de la modélisation (c’est-a-dire les
notions d’interprétabilité et d’explicabilité, ou la “fable” dont nous parlions en introduction) est
tout aussi important, pour juger si un modéle est discriminatoire, ou pas. Et la difficulté, comme
le disait Seicshnaydre 2007, c’est qu’il ne s’agit pas de chercher un preuve d'une intention, ou
d’une motivation raciste, mais d’établir qu’un algorithme discrimine suivant un critére interdit (car
protégé).

2.3.1 Quelques exemples

Un exemple relativement simple et classique en France est la profession, qui peut étre, dans
certains cas, un proxy du genre, comme le montre la Table 2.4,

Obermeyer et al. 2019 racontent qu’en 2019, une grande entreprise de soins de santé avait utilisé
les dépenses médicales comme un proxy pour la gravité de la condition médicale. L'utilisation de
ce proxy a donné lieu a un algorithme discriminatoire sur le plan racial, car si la maladie n’est pas
forcément discriminatoire sur le plan racial, alors que les dépenses de santé le sont (aux Etats-Unis
au moins). Plus généralement, toutes sortes de proxys sont utilisés, plus ou moins corrélées a la
variable d’intérét. Par exemple le revenu d’une personne (ou d’un ménage) sera approché par le
montant d’impot sur le revenu, ou par le montant de sa maison (ou du quartier ou la personne
réside). Kraemer et al. 2001 parlera de “facteurs de risques indirect”. Nous reviendrons dans la
section 4.4 sur I'importance des graphes causaux pour comprendre si une variable en cause une
autre, ou si elle est simplement corrélée a cette derniére.

Il existe aussi certaines grandeurs, essentielles pour modéliser des prises de décisions dans un
contexte incertain, mais difficiles @ mesurer. C’est le cas du concept abstrait qu’est I'“aversion au
risque” (largement discuté par Menezes et D. L. Hanson 1970 et Slovic 1987). Hofstede 1995
propose un indice d’évitement de I'incertitude (UAI, “uncertainty avoidance index”), calculé a partir
de données d’enquétes. Outreville 1990 et 1996 a suggéré d’utiliser le niveau d’éducation pour
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évaluer I'aversion au risque. Selon Outreville 1996, I’éducation favorise une compréhension du
risque et donc une augmentation de la demande d’assurance, par exemple (méme si une relation
inverse pourrait exister, si on suppose que I'augmentation des niveaux d’éducation est associée a
une augmentation du capital humain transférable, ce qui induit une plus grande prise de risque).

Pour I'anecdote, on a évoqué I'indice IMC/BMI comme proxy de d’obésité (a partir d’'un certain
seuil), variable elle-méme en lien avec certaines pathologies, comme le diabéte de type 2, une
hypertension artérielle, I'athérosclérose, la dyslipidémie, des maladies du foie ou des maladies
rénales. Mais certains assureurs ont tenté d’utiliser d’autres proxys possibles collectés via des
guestionnaires de santé, par exemple en demandant “en combien de temps mangez-vous, en
moyenne, le midi?”.

2.3.2 La discrimination statistique par proxy

Certaines variables non-protégées sont trés corrélées avec des variables protégées. Par exemple,
en France, la population active est a 48.3 % féminine, alors que la population travaillant a temps
partiel est a 79.5 % féminine (selon Dares 2020). Autrement dit, savoir qu’une personne travaille
a temps partiel permet d’affirmer qu’il y quatre fois plus de chance que ce soit une femme qu’un
homme. En utilisant des statistiques sur les prénoms 32 on sait que “Brigitte” a, en moyenne 62
ans, “Jean-Pierre”, 69 ans et “Arthur”, 15 ans. Espeland et Stevens 1998 parleront de “comesures”
(“commensuration”) dans le sens ou une variable (comme la profession ou le prénom) est utilisée
a d’autres fins, correspondant a une “transformation of different qualities into a common metric”.

“Humans think in stories rather than facts, numbers or equations — and the simpler the story, the
better” affirmait Harari 2018, mais pour les assureurs, c¢’est souvent un mélange des deux. Pour
Glenn 2000, comme le dieu romain Janus, le processus de sélection des risques d’un assureur
posséde deux visages : celui qui est présenté aux régulateurs et aux assurés, et I'autre qui est
présenté aux souscripteurs. lly a d’un cété le visage des chiffres, des statistiques et de I'objectivité.
De l'autre, il y a le visage des récits, du caractére et du jugement subjectif. La rhétorique de
I’exclusion de I'assurance - les chiffres, I'objectivité et les statistiques - forme ce que Brian Glenn
appelle “the myth of the actuary, a powerful rhetorical situation in which decisions appear to be
based on objectively determined criteria when they are also largely based on subjective ones” ou
“the subjective nature of a seemingly objective process”. Et pour Daston 1992, cette prétendue
“objectivité” du processus est fausse, et dangereuse, comme le soulignait également Desrosiéres
2016. Glenn 2003 affirmait “there are many ways to rate accurately, and this is my very point.
Insurers can rate risks in many different ways depending on the stories they tell about which
characteristics are important and which are not (--+) The fact that the selection of risk factors is
subjective and contingent upon narratives of risk and responsibility has in the past played a far
larger role than whether or not someone with a wood stove is charged higher premiums”. En allant
plus loin, “virtually every aspect of the insurance industry is predicated on stories first and then
numbers”. On se souvient du “all models are wrong but some models are useful” de Box et al.
2011, autrement dit, tout modéle est au mieux une fable utile.

Stéréotypes et généralisation

Comme le rappelle Bernstein 2013, le mot “stéréotype” fusionne un adjectif grec signifiant solide,
otepeds, avec un substantif désignant un moule, tvrdg. En combinant les deux termes, le mot

32. https://www.ekintzler.com/projects/age-prediction/
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désigne un moulage dur, quelque chose qui peut laisser une marque, qui a donné, un terme
d’imprimerie, a savoir la forme imprimante utilisée pour I'impression typographique. En 1802, le
dictionnaire de I’Académie francaise mentionne, pour le mot “stéréotype”, “mot nouveau qui se
dit des livres stéréotypés, ou imprimés avec des formes ou planches solides”. Le journaliste et
intellectuel public américain Walter Lippmann a donné a ce mot sa signification contemporaine
dans Lippmann 1922. Pour Lippmann, il s’agissait de décrire comment les étres humains font entrer
“le monde extérieur” dans “les images que nous avons dans la téte” (“the World outside and the
Pictures in our heads”), des images qui vont former des catégories descriptives simplifiées par
lesquelles nous cherchons a situer autrui ou des groupes d’individus. Lippmann a tenté d’expliquer
comment les images qui surgissent spontanément dans I'esprit des gens se concrétisent. Les
stéréotypes, a-t-il observé, sont “la plus subtile et la plus envahissante de toutes les influences”
(“subtlest and most pervasive of all influences”). Quelques années plus tard, Rice 1926, a
commencé les premieres expériences pour mieux cerner ce concept.

L'importance des stéréotypes pour comprendre bon nombre de prises de décision sera analysée en
détails dans Kahneman 2011, inspiré en grande partie de Bruner et al. 1957, et plus récemment,
Hamilton et Gifford 1976 et surtout Devine 1989. Pour Daniel Kahneman, schématiquement, deux
types de mécanismes sont utilisés pour prendre une décision. Le systéme 1 est utilisé pour la prise
de décisions rapides : il nous permet de reconnaitre les gens et les objets, nous aide a orienter
notre attention, et nous encourage a craindre les araignées. Il est basé sur des connaissances
stockées en mémoire et accessibles sans intention, et sans effort. On peut I'opposer au systéme 2,
qui permet une prise de décision dans un contexte plus complexe, exigeant de la discipline et une
réflexion séquentielle. Dans le premier cas, notre cerveau utilise les stéréotypes qui régissent les
jugements de représentativité, et utilise cette heuristique pour prendre des décisions. Si je cuisine
un poisson pour des amis venus manger, j'ouvre une bouteille de vin blanc. Le cliché “le poisson
se marie bien avec le vin blanc” me permet de prendre une décision rapidement, sans avoir a
réfléchir. Les stéréotypes sont des affirmations concernant un groupe qui sont acceptées (du moins
provisoirement) comme des faits concernant chaque membre. Qu'ils soient corrects ou justes, les
stéréotypes sont 'outil de base pour penser les catégories dans le “systéme 1”. Mais bien souvent,
une réflexion plus poussée, plus construite - correspondant au “systéme 2” - permettra de prendre
une décision plus judicieuse, voire optimale. Sans choisir n'importe quel vin rouge, un pinot noir
pourrait peut-étre aussi parfaitement convenir aux rougets grillés. Comme I'affirmait Fricker 2007,
“stereotypes are [only] widely held associations between a given social group and one or more
attributes”. N'est-ce pas ce que font les actuaires au quotidien ?

Généralisation et actuariat

Pour Schauer 2006, cette “généralisation” est probablement la raison d’étre de I'actuaire : “to
be an actuary is to be a specialist in generalization, and actuaries engage in a form of decision-
making that is sometimes called actuarial”. On retrouvera cette idée en justice actuarielle, chez
Harcourt 2008 par exemple. Schauer 2006 rapportait que nous pourrions étre amenés a croire
qu’il est préférable d’avoir des pilotes de ligne qui ont une bonne vision, plutét qu’une mauvaise (ce
point est également évoqué dans le contexte de la conduite, et de I'assurance automobile, Owsley
et McGwin Jr 2010). Ce critére pourrait étre utilisé a 'embauche, et constituerait, bien sir, une
forme de discrimination, en distinguant les ‘bons” pilotes des “mauvais”, les pilotes qui ont une
bonne vision des autres. Certaines compagnies aériennes pourraient imposer un age maximum
pour les pilotes de ligne (55 ou 60 ans, par exemple), I'age étant un indicateur fiable, méme s'il
est imparfait, d’une mauvaise vision (ou plus généralement d’'un mauvais état de santé, avec une
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audition déficiente ou des réflexes plus lents). En excluant les personnes agées de la fonction de
pilote d’avion commercial, nhous nous retrouverons, ceteris paribus, avec une cohorte de pilotes de
ligne qui a une meilleure vision, une meilleure audition et des réflexes plus rapides. L’explication
donnée ici est clairement causale, et les objectifs sous-jacents a la discrimination semblant alors
clairement légitimes, méme I'utilisation de I’age devient alors une discrimination par proxy, au sens
de Hellman 1998, que Schauer 2017 appelle discrimination statistique, faute de faire des tests
d’état de santé des pilotes.

Pour Thiery et Van Schoubroeck 2006 (mais aussi Wortham 1985), les juristes et les actuaires
ont des conceptions fondamentalement différentes de la discrimination et de la segmentation en
assurance, I'une étant individuelle, et I'autre collective, telles que stigmatisées aux Etats-Unis par
les affaires Manhart et Norris (Hager et Zimpleman 1982, Bayer 1986). Dans I'affaire Manhart, en
1978, la Cour a jugé illégal un régime de rentes dans lequel les hommes et les femmes recevaient
des prestations égales a la retraite, méme si les femmes versaient des cotisations plus importantes.
En 1983, la Cour supréme a jugé, dans I'affaire Norris, que I'utilisation de facteurs actuariels variant
selon le genre en termes de prestations dans le cadre de régimes de retraite était illégale, car elle
tombait sous le coup de I'interdiction de la discrimination. Ces deux décisions sont I'affirmation
juridique selon laquelle la technique d’assurance ne pourrait pas toujours servir de garantie pour
justifier la différence de traitement entre les membres de certains groupes dans un contexte de
segmentation de primes d’assurance. En effet, juridiquement, le droit a I’égalité de traitement est
octroyé a une personne en sa qualité d’individu, et non en sa qualité de membre d’un groupe racial,
sexuel, religieux ou ethnique. Et ainsi, un individu ne peut étre traité différemment en raison de son
appartenance a un tel groupe, en particulier a un groupe auquel il n’a pas choisi d’appartenir. Ces
arrétés soulignent qu’il est interdit de traiter les individus comme de simples composants d’une
classe raciale, religieuse, ou sexuelle, affirmant que I'équité envers les individus I'emporte sur
I’équité envers les classes. Mais cette vision s’oppose fondamentalement a I'approche actuarielle,
qui, historiguement analyse les risques et calcule les primes en termes de groupes : jusqu’a peu,
les actuaires ne considéraient les individus que comme des membres d’un groupe.

L’approche actuarielle est celle évoquée dans le premier paragraphe. Un individu appartenant a
un groupe présentant un risque statistique de survie ou de décés plus élevé finit par payer une
prime plus élevée ou par recevoir moins de prestations. Dans I’'assurance automobile, un individu
appartenant a un groupe qui représente un risque statistique d’'accident plus élevé doit payer
des primes plus élevées. Brilmayer et al. 1983 rappelaient que ce sont les différences entre les
probabilités d’avoir un accident en fonction du genre (et non les différences individuelles) qui sont
prises en compte pour justifier la différence de primes, pour expliquer la différence de prestations,
ou pour fonder un mécanisme de sélection. Les systémes de classification des assurances reposent
sur I’hypothése que les individus répondent aux caractéristiques moyennes, stéréotypées pour
reprendre le terme de Schauer 2006, d’un groupe auquel ils appartiennent. Les assureurs font en
effet valoir que les statistiques courantes indiquent qu’en moyenne, plus de femmes que d’hommes
conduisent sans accident et que, par conséquent, la femme moyenne a une espérance de perte
inférieure a celle de ’homme moyen. Sur la base de ces données, les femmes doivent payer une
prime inférieure a celle des hommes. Les compagnies d’assurance visent a préserver I'égalité entre
les groupes et non entre les individus, ainsi que les raisons pour lesquelles les assureurs pensent
en termes de femme moyenne et d’homme moyen.

Un fondement essentiel de I'assurance est I'idée de mutualisation des risques, c’est-a-dire la
constitution de groupes. Le risque en assurance ne peut s’envisager sans cette notion de
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mutualisation, c’est d’ailleurs la grande différence avec les mathématiques financiéres, ou il existe
une valeur fondamentale d’un risque (dans un marché). La mutualisation est intrinséque a la
segmentation des risques d’assurance, et impose une forme de solidarité au sein du groupe, la
totalité des primes d’un groupe devant étre statistiquement entierement compensée par la totalité
des remboursements de ce méme groupe. L'assureur impose alors une solidarité entre les assurés
qui ont un méme profil de risque (avec une probabilité de sinistre et une ampleur de sinistre
comparables). On parle alors de solidarité de pure chance (“luck solidarity”, Barry 2020). Sans
segmentation, ou si les groupes qui ne sont pas composés de membres ayant un profil de risque
comparable, on observera un phénomeéne de solidarité subventionnante, au sens ol une personne
ayant un certain profil de risque paie pour le montant de la perte des personnes ayant une espérance
de perte plus élevée.

On retrouve I'opposition (pour reprendre la terminologie de Hume 1739) entre is et ought, entre ce
qui est, et ce qui devrait étre, entre la norme statistique de I'actuaire et la norme du législateur,
dont nous parlions dans I'introduction. D’un point de vue empirique, descriptif, étre dans la norme
ne signifie rien d’autre qu’étre dans la moyenne, ne pas se détacher trop de cette moyenne. On aura
alors tendance a définir la norme comme la fréquence de ce qui se produit le plus souvent, comme
I'attitude la plus fréquemment rencontrée ou de la préférence la plus régulierement manifestée.
Mais cette normalité n’est pas la normativité, et “étre dans la norme”, étre exemplaire, reléve alors
d’une dimension différente, qui se rattache cette fois non plus a une description du réel mais a
une identification de ce vers quoi il doit tendre. On passe donc du registre de I'étre a celui du
devoir-étre, du is au ought. Il est en effet difficile d’envisager le modéle (ou la normalité) sans
glisser vers ce second sens qu’on peut trouver au concept de norme, et qui déploie quant a lui
une dimension a proprement parler normative. Cette vision méne a une confusion entre normes
et lois, méme si toute la normativité n’est pas énoncée sous forme de lois. David Hume constate
ainsi que, dans tous les systémes de morale, les auteurs passent de constat de faits, ¢’est-a-dire
énonciatifs de type “il y a”, a des propositions qui comportent une expression normative, comme “il
faut”, “on doit”. Ce qu’il conteste, c’est le passage d’un type d’affirmation a un autre : pour lui, ce
sont |a deux types d’énoncés qui n’ont rien a voir les uns avec les autres, et qu’on ne peut donc pas
enchainer logiqguement les uns avec les autres, en particulier d’'une norme empirique vers une régle
normative. Pour Hume, une affirmation qui ne serait pas normative ne peut pas donner lieu a une
conclusion de type normatif. Cette affirmation de David Hume a suscité nombre de commentaires et
d’interprétations, en particulier parce qu’énoncée telle quelle, elle semble étre un obstacle a toute
tentative de naturalisation de la morale (comme le détaillent Maclntyre 1969 ou Rescher 2013).
En ce sens, on trouve la distinction forte entre la norme dans la régularité (normalité) et la régle
(normativité).

Le principe d’'égalité des étres humains, reconnu comme un droit fondamental, impose I'obligation
correspondante de ne pas discriminer. Aussi, tenter de définir ce qu’est la discrimination, c’est
tenter de préciser ce que signifie, concrétement, ce principe de I'égalité de tous. La discrimination
se définit comme étant un traitement inégal, et défavorable, appliqué a certaines personnes en
raison d’un critére prohibé par la loi (2 savoir, la race, I'origine, le sexe, etc.) Selon I'article 225-1 du
Code Pénal, “constitue une discrimination toute distinction opérée entre les personnes physiques
sur le fondement de leur origine, de leur sexe, ...”. Au Etats-Unis, le projet de loi sur I'interdiction de la
discrimination en matiére d’assurance automobile, ou PAID (Prohibit Auto Insurance Discrimination
Act), présenté en juillet 2019 au Congrés 33, interdit a un assureur automobile de tenir compte de

33. https://www.congress.gov/bill/116th-congress/house-bill/3693/
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certains facteurs lorsqu’il détermine la prime d’assurance, ou son admissibilité. De maniére plus
explicite, ces facteurs interdits comprennent le genre du conducteur, sa situation d’emploi, son code
postal, son secteur de recensement, son état civil, et sa cote de crédit.

Epstein et King 2002 soulignent que, contrairement aux modeéles statistiques traditionnels, un
algorithme d’intelligence artificielle ne peut pas fonctionner s’il ne s’appuie que sur l'intuition
initiale d’'un humain sur les explications causales des liens statistiques entre les données d’entrée
et la variable cible. Au lieu de cela, les IA utilisent des données d’entrainement pour découvrir
par ellessmémes quelles caractéristiques peuvent étre utilisées pour prédire la variable cible.
Bien que ce processus ignore complétement la causalité, il conduit inévitablement les IA a
“rechercher” des proxys pour des caractéristiques directement prédictives lorsque les données sur
ces caractéristiques ne sont pas mises a la disposition de I'lA en raison d’interdictions Iégales,
Mittelstadt et al. 2016. Comme le soulignhaient Barocas et Selbst 2016, “thus, a data mining model
with a large number of variables will determine the extent to which membership in a protected class
is relevant to the sought-after trait whether or not that information is an input”.

2.3.3 Données massives et proxy

La mutualisation des risques individuels est le principe fondateur de I'activité d’assurance. Elle
consiste, pour un groupe d’agents économiques, a mettre en commun une certaine fraction de
leurs ressources pour indemniser les membres du groupe qui subiraient des dommages, comme le
rappellent Henriet et Rochet 1987. Dans les premiéres formes d’activité d’assurance, ce principe
supposait une participation égale de chaque membre de la communauté, ou éventuellement une
participation proportionnelle aux ressources individuelles, mais certainement pas une participation
proportionnelle aux risques individuels. La concurrence étant de plus en plus active sur les
marchés de l'assurance de plusieurs pays (notamment en assurance automobile), une nouvelle
tendance est apparue : celle de la personnalisation des primes. Cette vision antagoniste de la
mutualisation considére que chaque assuré doit payer une prime proportionnelle a son risque
individuel. De nombreux assureurs s’opposent fermement a cette tendance a la personnalisation,
certains d’entre eux rejetant méme le concept de “risque individuel mesurable” comme un non-
sens statistique. Cependant, la personnalisation est également défendue par d’autres pour des
raisons d’équité (chaque membre participe proportionnellement a la charge qu'il impose a la
collectivité) et peut méme étre conciliée avec la mutualisation : si le marché est suffisamment
grand, les individus peuvent étre regroupés en un trés grand nombre de mutualités, chaque
mutualité étant homogéne du point de vue du risque. Et I'arrivée des données massives et
I'utilisation des techniques d’apprentissage machine, dans le monde de I'assurance, semblerait
rendre possible cette personnalisation, comme le notent Barry et Charpentier 2020, avec la
perspective hypothétique de “risk ‘vool of one’” pour reprendre I'expression de McFall, Meyers et al.
2020.

L’assurance automobile couvre les risques qui sont liés aux habitudes et aux comportements du
conducteur, comme le rappelle Landes 2015. L’assurance incendie indemnise les risques qui
apparaissent a la suite d’'un manque de soins (concernant les appareils électriques ou les fours).
L’assurance contre le vol a domicile couvre des risques qui peuvent généralement étre évités
par des soins appropriés (serrures supplémentaires sur les portes, systéme de surveillance par
cameéra, chiens de garde, alarme, etc.) Et les actuaires tentent de capturer ces informations, en
enrichissant leurs données. Pour Daniels 1990, “we are morally obliged to make sure that premiums
for insurance of any type reflect the risks of the insured”.
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Et dans le cadre de la personnalisation du risque, I'idée que les produits d’assurance doivent
avant tout étre “équitables” pour les assurés est de plus en plus souvent exprimée par les
commentateurs, comme le discutent Meyers et Van Hoyweghen 2018. Mais pour McFall 2019,
si le comportement individuel plutét que 'appartenance a un groupe devait devenir la base
de I'évaluation des risques, les conséquences sociales, économiques et politiques seraient
considérables. Cela perturberait le caractére distributif et solidaire qui s’exprime dans tous les
régimes d’assurance maladie, méme dans ceux qui sont nominalement désignés comme privés ou
commerciaux. La tarification personnalisée des risques est en contradiction avec les infrastructures
qui définissent, réglementent et fournissent actuellement I'assurance maladie. En allant plus loin,
Van Lancker 2020 voit dans I'utilisation généralisée de la technologie numérique une modification
de I'organisation de I'Etat-providence d’aprés-guerre qui affecte son potentiel & garantir un niveau
de vie décent pour tous. Moor et Lury 2018 explorent la fagon dont la tarification a historiquement
été impliquée dans la constitution des personnes et comment la capacité de “personnaliser” la
tarification reconfigure la capacité des marchés a discriminer. Car de nombreuses techniques de
tarification récentes rendent plus difficile pour les consommateurs de s’identifier comme faisant
partie d’un groupe reconnu. O’'Neil 2016 en parlait lorsqu’elle écrivait “now, with the evolution
of data science and network computers, insurance is facing fundamental change. With ever
more information available (---) insurers will increasingly calculate risk for the individual and free
themselves from the generalities of the larger pool”.

Et si le “big data” peut présenter un danger, les assureurs aiment créer des scores synthétiques.
Beniger 2009 souligne que le volume de données est fortement réduit, une unique variable
semblant contenir toute I'information en lien avec toutes sortes de risques pour un individu donné.
En assurance automobile, le véhicule peut étre associé a des dizaines de variables (marque,
modéle, vitesse maximale, poids, carburant, couleur, nombre de places, présence d’éléments de
sécurité, couleur, valeur a I'Argus, etc.) mais la plupart des assureurs dispose d’un “véhiculier”
résumant toute l'information liée au véhicule en une dizaine de classes. En assurance habitation,
I’adresse du logement, qui peut étre associée a des dizaines de variables (zone inondable, distance
a la caserne de pompiers la plus proche, matériaux de construction, etc.), se retrouve associée a
un “zonier” constitué de quelques classes.

Prince et Schwarcz 2019 parlaient de “discrimination par proxy” (que I'on pourrait traduire
“discrimination par procuration”), pour décrire cet impact fortuit. La discrimination par procuration
se produit lorsqu’un trait facialement neutre est utilisé comme substitut - ou proxy - pour un
trait interdit. Austin 1983, citant Works 1977, affirmait “Although the core concern of the
underwriter is the human characteristics of the risk, cheap screening indicators are adopted
as surrogates for solid information about the attitudes and values of the prospective insured
(--+) The invitations to underwriters to introduce prejudgments and biases and to indulge
amateur psychological stereotypes are apparent. Even generalized underwriting texts include
occupational, ethnic, racial, geographic, and cultural characterizations certain to give offense
if publicly stated.” Prince et Schwarcz 2019 considérent trois types de “discrimination par
procuration” : la “discrimination par procuration causale”, la “discrimination par procuration
opaque” et la “discrimination par procuration indirecte”. La “discrimination par procuration opaque”
apparait lorsqu’on est incapable d’établir formellement un lien causal entre la variable sensible
p et la variable cible y. Dans le contexte génétique, méme pour de nombreuses variantes
génétiques pathogénes, on ignore souvent pourquoi une séquence particuliére d’un gene entraine
un risque accru. Dans la discrimination par procuration, aussi bien causale qu’opaque, les
caractéristiques interdites sont “directement prédictives” des résultats légitimes d’intérét. Dans le
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cas d’une “discrimination par procuration indirecte”, une variable x a un pouvoir prédictif important
simplement car elle est corrélée a la variable cible y, et que la vraie variable causale n’est pas
présente dans la base de données. Un exemple classique est qu’a I’école, la pointure de chaussure
est indirectement prédictive du nombre de fautes d’orthographe dans une dictée.

Cette discrimination involontaire par procuration par les IA ne peut étre évitée simplement en
privant I'lA d’informations sur I'appartenance d’individus a des classes |Iégalement suspectes ou
de mandataires évidents pour une telle appartenance a un groupe Gillis et Spiess 2019 “However,
the exclusion of the forbidden input alone may be insufficient when there are other characteristics
that are correlated with the forbidden input—an issue that is exacerbated in the context of big data”.
Bornstein 2018 évoque la théorie des stéréotypes en matiére de responsabilité (“stereotype theory
of liability”, voir aussi Selbst et Barocas 2018).

2.3.4 Le prénom et le nom comme proxy

Comme l'affirmait Bosmajian 1974, “an individual has no definition, no validity for himself, without
a name. His name is his badge of individuality, the means whereby he identifies himself and enters
upon a truly subjective existence”. Bien souvent, les noms sont les premiéres informations dont
disposent les gens lors d’une interaction sociale. Parfois, nous connaissons des individus par leur
nom avant méme de les rencontrer en personne, comme le rappelle Erwin 1995. Le prénom et
le nom peuvent étre porteurs de beaucoup d’informations, comme le montrent Hargreaves et al.
1983, Dinur et al. 1996 ou Daniel et Daniel 1998. Pour reprendre une citation de Young et al.
1993, “the name Bertha might be judged as belonging to an older Caucasian women of lower-
middle class social status, with attitudes common to those of an older generation (---) a person
with a name such as Fred, Frank, Edith, or Norma is likely to be judged, at least in the absence of
other information, to be either less intelligent, less popular, or less creative than would a person
with a name such as Kevin, Patrick, Michelle, or Jennifer”.

Lors d’opérations de “testing”, Petit et al. 2015 évoquent trois profils : le premier profil correspond
au candidat dont le nom et le prénom sont a consonance maghrébine (“par exemple, Abdallah Kaidi,
Soufiane Aazouz ou Medji Ben Chargui”), celui dont le prénom est a consonance francgaise et le nom
a consonance maghrébine (“par exemple, Francois El Hadj, Olivier Ait Ourab ou Nicolas Mekhloufi”),
et celui avec un prénom et un nom a consonance francaise (“par exemple Julien Dubois, Bruno
Martin ou Thomas Lecomte”). Amadieu 2008 mentionne que les prénoms (masculins) Sébastien,
Mohammed et Charles-Henri sont utilisés pour des tests. La Table 2.5 montre les principaux
prénoms sur trois générations issues de I'immigration. Pour les prénoms en France, Coulmont 2011
revient sur les informations contenues dans le prénom.

immigrés enfants d'immigrés petits-enfants d’'immigrés
europe hommes José, Antonio, Manuel Jean, David, Alexandre Thomas, Lucas, Enzo
dusud  femmes Maria, Marie, Ana Marie, Sandrine, Sandra Laura, Léa, Camille
maghreb hommes | Mohamed, Ahmed, Rachid Mohamed, Karim, Mehdi Yanis, Nicolas, Mehdi
femmes Fatima, Fatiha, Khaduja Sarah, Nadia, Myriam Sarah, Inés, Lina

Table 2.5 - Top 3 des prénoms par sexe et générations en France, en fonction de I'origine (Europe du
Sud ou Maghreb) de grands-parents, Coulmont et Simon 2019.
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f_[ Le prénom comme proxy, par Baptiste Coulmont 34} ~\

Dés les années 1930, des historiens comme Marc Bloch, en France, ont eu I'intuition que les prénoms pourraient
servir a la recherche historique. “Le choix méme des noms de baptéme, leur nature, leur fréquence relative, sont
autant de traits qui, convenablement interprétés, révélent des courants de pensée ou de sentiment”, écrit-il dans
Bloch 1932. Le prénom d’une personne est en effet d’un coté le choix intime du couple parental (et de ses proches),
et de l'autre c6té une information trés souvent présente dans des registres de populations. Cette conjonction du
privé et du public permet de concevoir le prénom comme une porte d’entrée vers |'étude de la culture d’un groupe,
parce qu’il dit des choses sur les donneurs de prénoms et les porteurs de prénoms. Que dit-il? Marc Bloch est
suffisamment prudent pour insister sur la nécessité d’une “interprétation convenable”. Entre le genre du prénom
et le sexe de I'état civil, les associations sont suffisamment fortes pour guider I'interprétation : si les prénoms
épicénes existent, ils ne nomment qu’une petite partie de la population. Et il est méme possible, pour un grand
nombre de prénoms, a partir de ce simple prénom, d’en inférer avec une grande certitude le sexe de la personne
qui le porte. C’est ainsi que, aprés une époque ou il était interdit de recueillir le sexe des personnes pacsées, il
a été possible de reconstituer I'information manquante, Carrasco 2007. Les phénoménes de mode autour des
prénoms, visibles par I'engouement puis I'abandon au cours des années, permettent d’estimer « 'age moyen » des
porteurs de prénom. Aujourd’hui, les Nathalie sont plus agées que les Emma. Mais cela ne fait pas du prénom
un signal transparent de I'dge d’une personne. Une enquéte intéressante, ayant demandé a des participants
d’estimer I'age d’une personne a partir de son prénom, indique que “la perception de I'dge d’un prénom ne
correspond que faiblement avec la véritable année moyenne de naissance des personnes portant ce prénom”
Johfre 2020. L’interprétation doit étre entreprise avec prudence quand I'étude porte sur d’autres caractéristiques
des prénoms. Des parents situés a des endroits différents de I'espace social choisissent des prénoms différents,
Besnard et Grange 1993. La fréquence des prénoms varie donc avec le milieu social. Aujourd’hui, les Anouk, Adéle
ou Joséphine prises comme un groupe ont des parents plus diplomés que les Anissa, Mégane ou Deborah. Mais
cette relation va dépendre du temps, une partie des prénoms se diffusant — en suivant la mode — d’un milieu a un
autre. Enfin, quand les caractéristiques associées aux prénoms sont liées a des identités fluides, contextuelles, ou
assignées administrativement de I'extérieur, Escafré-Dublet et al. 2020, c’est I'ajout d’autres variables qui vient
donner sens aux prénoms. De nombreux travaux (Tzioumis 2018 ou Mazieres et Roth 2018) cherchent a exploiter
les informations sur I'origine ethnique, nationale ou géographique que contiennent les noms et les prénoms, mais
ils ont besoin, pour débuter I'enquéte, d’un lien entre le prénom et la variable étudiée. Des annuaires de pays
différents, par exemple. La généralisation, a d’autres pays ou d’autres populations, des corrélations repérées entre
origine et prénom, doit se faire avec prudence.

Dans “Are Emily and Greg more employable than Lakisha and Jamal?”, Bertrand et Mullainathan
2004, pour manipuler la perception de la race, des CV se sont vu attribuer, au hasard, des prénoms
et des noms a consonance afro-américaine ou blanche. Les “noms blancs’ recoivent 50 % de
rappels en plus pour les entretiens. Voicu 2018 présente le modéle BIFSG (“Bayesian Improved
First Name Surname Geocoding”) afin d’utiliser le prénom pour améliorer la classification de la
race et de I'ethnicité dans un contexte de crédit hypothécaire, en s’inspirant de Coldman et al.
1988 et Fiscella et Fremont 2006. En analysant les données du panel socio-économique allemand,
Tuppat et Gerhards 2021 montrent que les immigrants portant des prénoms considérés comme
peu communs dans le pays d’accueil se plaignent de discrimination de maniére disproportionnée.
Et si le nom est un marqueur indiquant I'ethnicité, les immigrants les plus instruits signalent plus
fréquemment qu’ils percoivent une discrimination dans le pays d’accueil que les immigrants moins
instruits (“discrimination paradox”). Rubinstein et Brenner 2014 montrent que le marché du travail
israélien pratique une discrimination fondée sur I'appartenance ethnique percue (entre des noms
de famille a consonance séfarades et ashkénazes). Carpusor et Loges 2006 analysent I'impact des
noms et prénoms sur le marché locatif, alors que Sweeney 2013 analyse leur impact sur la publicité
en ligne.

34. Professeur a I'Ecole normale supérieure Paris-Saclay
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2.3.5 Le visage comme proxy

Il'y a plus d’un siécle, Lombroso 1876 puis Bertillon et Chervin 1909 posaient les fondements de
la phrénologie, et la théorie du “criminel-né”, qui suppose que les caractéristiques physiques sont
corrélées avec des caractéres psychologiques et des penchants criminels. L’idée était de batir des
classifications des types humains sur la base de caractéristiques morphologiques, afin d’expliquer
et prévoir des différences de moeurs, et de conduites. On pourrait parler de I'invention d’un “délit
de faciés”. On peut aussi mentionner les “ugly laws”, au sens de Schweik 2009, reprenant un
terme utilisé par Burgdorf et Burgdorf Jr 1974 pour décrire des lois, en vigueur dans plusieurs villes
aux Etats-Unis jusqu’aux années 1920, mais dont certaines ont perduré jusqu’en 1974. Ces lois
autorisaient I'interdiction aux personnes ayant des marques et des cicatrices “disgracieuse” sur le
corps, d’'aller dans des lieux publics, en particulier dans des parcs.

Ces débats ressurgissent, alors que le nombre d’applications de la technologie de reconnaissance
faciale augmente, grace a I'amélioration de la qualité des images, des algorithmes utilisés, et de
la puissance de traitement des ordinateurs. Boczar et al. 2021 montrent le potentiel de ces outils
de reconnaissance faciale pour effectuer une évaluation de la santé. Historiquement, Anguraj et
Padma 2012 avaient proposé un outil de diagnostique de paralysie faciale, et rfécemment, Hong et
al. 2021 utilisent le fait que de nombreux syndromes génétiques présentent un dysmorphisme facial
ou et des gestuelles faciales qui peuvent étre utilisées comme outil de diagnostic pour reconnaitre
un syndrome.

Figure 2.6 - Images de visages généréees par Karras et al. 2020,
via https://nvlabs-fi-cdn.nvidia.com/stylegan2-ada-pytorch/images/.

Plus généralement, au-dela des considérations médicales, Wolffhechel et al. 2014 rappellent que
plusieurs traits de personnalité peuvent étre lus a partir d’un visage, et que les caractéristiques
faciales influencent les premiéres impressions. Cela dit, le modéle de prédiction considéré ne
parvient pas a prédire de maniére fiable les traits de personnalité a partir des caractéristiques
du visage. Mais Kachur et al. 2020 affirment que les développements de techniques récentes,
accompagnés du développement de banques d’'images importantes, a permis de prédire des
profils de personnalité multidimensionnels a partir d'images faciales statiques, en utilisant des
réseaux de neurones entrainés sur de grands ensembles de données étiquetées. Il y a une dizaine
d’années, Cao et al. 2011 proposaient de prédire le sexe d'une personne a partir d’'images
faciales (Rattani et al. 2017 ou Rattani et al. 2018), et récemment Kosinski 2021 utilisaient un
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algorithme de reconnaissance faciale pour prédire une orientation politique (dans un contexte
binaire, opposant libéraux et conservateurs, dans I'esprit de Rule et Ambady 2010). Wang et
Kosinski 2018 proposaient d’utiliser ces algorithmes pour prédire I'orientation sexuelle (voir aussi
Leuner 2019).

Dans Shikhare 2021, I'idée d’utiliser un “facial score model” pour la souscription de contrats
d’assurance-vie était évoquée (en lien avec le concept d’AUW, “accelerated underwriting”), avec
des images comme sur la Figure 2.6. L'idée est de chercher des “abnormal charactéristics” en lien
(probable) avec une condition particuliére (Syndrome de Down, de Cornelia de Lange, de Cushing,
acromégalie, etc.), y compris une anormalité de la couleur de peau pour détecter un asthme
bronchique ou une hépatite, ou pour inférer le genre de la personne, comme le mentionne Shikhare
2021.

2.3.6 Lavoix comme proxy

La voix est un élément important, souvent trés subjectif lors de rencontres avec des agents, en
personne, mais aujourd’hui analysée par des algorithmes, en particulier lorsqu’un assureur utilise
des robots conversationnels (on parlera parfois de “chat bot”), comme analysé par Hunt 2016,
Koetter et al. 2019, Nuruzzaman et Hussain 2020, Oza et al. 2020 ou Rodriguez Cardona et
al. 2021. On peut mentionner, en France, I'expérience de Maxime, décrite par Chardenon 2019,
I'assistant virtuel lancé par Axa Protection Juridique.

A I'automne 2020, en France, une proposition de loi réprimant les discriminations fondées sur
'accent a été présentée au parlement, comme le rapporte Le Monde 2021b. Les linguistes
parleraient de discrimination de phonostyles, comme Léon 1993, ou de “variation diastratique”,
avec des différences entre les usages pratiqués par genre, par age et par milieu social (au
sens large), dans Gadet 2007, ou encore de “glottophobie”, terme introduit par Blanchet 2017.
La glottophobie peut étre définie comme “le mépris, la haine, 'agression, le rejet, I’exclusion,
de personnes, discrimination négative effectivement ou prétendument fondées sur le fait de
considérer incorrectes, inférieures, mauvaises certaines formes linguistiques (percues comme
des langues, des dialectes ou des usages de langues) usitées par ces personnes, en général en
focalisant sur les formes linguistiques (et sans toujours avoir pleinement conscience de I'ampleur
des effets produits sur les personnes)”. Si Van Parijs 2002 s’intéresse surtout aux personnes
discriminées, car le francais n’est pas leur langue maternelle (“mother tongue, in this perspective,
is as illegitimate a basis for discrimination as race, gender or faith”), Blanchet 2017 insiste surtout
sur les différences culturelles (I'allongement des voyelles, la distribution des pauses, le débit de
parole, I'accentuation de certaines syllabes, richesse du vocabulaire, etc.) On pourra penser aux
“accents de banlieue” comme les appelait Fagyal 2010.

Blodgett et O'Connor 2017 ont mis en évidence une frontiére importante en matiére d’équité
algorithmique : la disparité de la qualité des algorithmes de traitement du langage naturel lorsqu’ils
sont appliqués au langage d’auteurs appartenant a des groupes sociaux différents. Par exemple, les
systémes actuels analysent parfois plus mal le langage des femmes et des minorités que celui des
Blancs et des hommes. Enfin, notons qu’au Canada, I'expression “speak white” était une insulte
raciste que les anglophones utilisaient pour caractériser ceux qui ne parlaient pas anglais dans les
lieux publics. Historiquement, c’est ce qui fut rétorqué au député du Parti libéral Henri Bourassa, en
1889, lorsqu’il tenta de s’exprimer en francais au cours des débats a la Chambre des communes
du Canada. Comme le dit Michéle Lalonde, auteure du poéme “Speak White” en 1968 (rapporté
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par Dostie 1974) “Speak White, c’est la protestation des Négres blancs d’Amérique. La langue ici
est I'’équivalent de la couleur pour le noir américain. La langue francaise, c’est notre couleur noire”.

Pour Squires et Chadwick 2006, le “profilage linguistique”, c’est-a-dire I'identification de la race
d’une personne a partir du son de sa voix et l'utilisation de cette information pour établir une
discrimination fondée sur la race, a été documenté sur le marché de la location de maisons,
et Squires et Chadwick 2006 analysent son impact dans le secteur de I'assurance habitation. A
partir d’une analyse de tests appariés effectués par des organisations de promotion du logement
équitable, ils montrent que les agents d’assurance habitation sont généralement capables de
détecter la race d’'une personne qui les contacte par téléphone et que cette information affecte
les services fournis aux personnes qui se renseignent sur lI'achat d’'une police d’assurance
habitation. Enfin, pour I'anecdote, Durry 2001 raconte qu’en 1982, les dirigeants d’'une compagnie
d’assurance ont été attaqués en justice pour avoir “refusé de garantir en assurance automobile les
individus ne sachant ni lire ni écrire”. Sur la base |égale que “tout ce qui n’est pas interdit est permis”
(mentionnée en introduction), la cour de Rouen a prononcé la relaxe. “Il est cependant permis de
penser que le critére choisi aboutissait plus souvent a éliminer des étrangers que des Francais”
soulignait Durry 2001. Plus récemment, pour revenir a notre discussion introductive, les “chat bot”
ont montré étre capables de reproduire des discriminations, majoritairement en lien avec le genre
de l'interlocuteur, comme I'expliqguent Feine et al. 2019, Aran et al. 2019, McDonnell et Baxter
2019 ou Maedche 2020, mais aussi étre clairement racistes, comme le montraient Schlesinger
et al. 2018. Il convient alors d’étre prudent lorsque la voix est utilisée dans un algorithme “boite
noire”.

2.3.7 L’adresse géographique comme proxy

L’adresse permettait, historiquement, d’associer un assuré a une zone urbaine. Sur la Figure 2.7
on peut visualiser, par zone IRIS 35, le revenu médian (par ménage) du quartier, la proportion de
personnes de plus de 65 ans, le taux de logements de moins de 40 m? et de plus de 1000 m>.
On pourrait avoir des statistiques, par IRIS, sur la vétusté des batiments, le taux de cambriolage,
etc. Mais il est aujourd’hui possible de quitter un “redlining” grossier et imprécis en utilisant de
I'imagerie satellite, ou Google Street View (dans certaines villes), comme sur la Figure 2.8.

Dans un premier temps, Jean et al. 2016 avaient noté qu’a un niveau assez grossier, I'éclairage
nocturne était un indicateur approximatif de la richesse économique. En effet, les cartes mondiales
nocturnes montrent que de nombreux pays en développement sont faiblement éclairés. Jean et
al. 2016 ont combiné des cartes nocturnes avec des images satellites diurnes a haute résolution,
et les images combinées ont permis - “with a bit of machine-learning wizardry” - d’obtenir des
estimations précises de la consommation et des biens des ménages (deux grandeurs souvent
difficiles a mesurer dans les pays les plus pauvres). Par la suite, Seresinhe et al. 2017 ont proposé
d’évaluer la quantité d’espaces verts dans différentes localisations sur la base d’'images satellites.
En allant toujours plus loin, Gebru et al. 2017 affirmaient pouvoir quantifier des attributs socio-
économiques comme le revenu, I'origine ethnique, le niveau d’éducation et les habitudes de vote a
partir des voitures détectées dans les images de Google Street View. Par exemple, aux Etats-Unis,
si le nombre de berlines dans un quartier est supérieur au nombre de camionnettes, ce quartier
est susceptible de voter pour un démocrate lors de la prochaine élection présidentielle (88 % de

35. IRIS = lIdts Regroupés pour I'Information Statistique, découpage du territoire frangais en mailles de taille homogéne
dont la taille de référence visée par maille élémentaire est de 2,000 habitants. La France compte 16,100 IRIS, dont 650
dans les départements d’outre-mer, et Paris (intra muros) compte 992 IRIS.
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Figure 2.7 - Revenu médian par ménage, proportion de personnes agées, proportion de logements en
fonction de leur superficie, par quartier (IRIS), a Paris. Ces informations statistiques sur le quartier (et
non pas I'assuré) peuvent étre utilisées pour tarifer un contrat d’assurance habitation, par exemple.

Figure 2.8 - Exemples d’images associées a des logements, avec des photos prises dans la rue a
gauche, avec Google Street View (projet lancé en 2007), et de I'imagerie aérienne, avec Google Earth
(projet lancé en 2001), a droite.

chances); sinon, la ville est susceptible de voter pour un républicain (82 % de chances).

Comme le rappellent Law et al. 2019, lorsqu’un individu achéte une maison, il achéte simultané-
ment ses caractéristiques structurelles, son accessibilité au travail et les commodités du quartier.
Certaines commodités, comme la qualité de l'air, sont mesurables, tandis que d’autres, comme
le prestige ou I'impression visuelle d’un quartier, sont difficiles a quantifier. Rundle et al. 2011
notent que Google Street View permet de se faire une idée de la sécurité du quartier (en lien avec
la sécurité routiére), si I'on cherche les passages piétons, la présence de parcs et d'espaces verts,
etc. A partir de données d’'images de rue et d’'images par satellite, Law et al. 2019 montrent qu’il
est possible de capturer ces caractéristiques a priori non-quantifiables et d’améliorer I’estimation
des prix des logements, a Londres, au Royaume-Uni. Un réseau de neurones, avec en entrée les
caractéristiques traditionnelles des logements telles que I'age, la taille et I'accessibilité, ainsi que
les caractéristiques visuelles des images de Google Street View et des images aériennes, est en-
trainé pour estimer le prix des maisons. Il est aussi possible d’inférer certaines informations person-
nelles possiblement sensibles, comme un possible handicap avec la présence d’une rampe d’accés
pour la maison (la méthodologie est détaillée dans Hara, Sun, Moore et al. 2014), ou une possible
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orientation sexuelle avec la présence d’un drapeau arc-en-ciel a la fenétre, ou politique avec un
drapeau confédéré (comme mentionné dans Mas 2020). llic et al. 2019 évoquent aussi cette “car-
tographie profonde” des attributs environnementaux. Un réseau de neurones convolutifs siamois
(SCNN) entrainé sur des séquences temporelles d'images de Google Street View (GSV) est entrainé.
L’évolution au cours du temps permet de confirmer certaines zones urbaines connues pour étre en
cours de gentrification, tout en révélant des zones en cours de gentrification qui étaient aupara-
vant inconnues. Finalement, Kita et Kidzifiski 2019 évoquent des applications directes possibles
€n assurance.

2.3.8 Le score de crédit comme proxy

Les scores de crédit sont une information individuelle importante aux Etats-Unis ou au Canada,
largement utilisés dans de nombreuses branches d’assurance, et pas seulement I'assurance
emprunteur. Comme le soulignent Arya et al. 2013, un incident de crédit (négatif), tel qu'un défaut
(ou un retard) de paiement sur un prét hypothécaire, ou une faillite, peut avoir un impact sur un
particulier pendant une période trés importante (“can haunt a consumer for a considerable period
of time”). Ces scores de crédit sont des nombres qui représentent une évaluation de la solvabilité
d’une personne, ou la probabilité qu’elle rembourse ses dettes. Mais de plus en plus, ces scores
sont utilisés dans des contextes bien différents, comme 'assurance. Guseva et Rona-Tas 2001
rappellent qu’en Amérique du Nord, Experian, Equifax et TransUnion tiennent des registres des
activités d’emprunt et de remboursement d’une personne. Et FICO (Fair Isaac Corporation) a mis
au point une formule (non connue) calculant, sur la base de ces registres, un score, fonction de
la dette et du crédit disponible, du revenu, ou plutdt de leurs variations (avec I'historique des
paiements, le nombre de demandes de crédit récentes et d’événements négatifs - tels qu’une
faillite ou une saisie - ainsi que des modifications de revenus dues a des changements d’emploi ou
de situation familiale). Le score FICO commence a 300 et monte jusqu’a 850, avec sommairement
un mauvais score en dessous de 600, et un score “exceptionnel” au-dela de 800. Le score moyen
est >® aux alentours de 711. Ce score, créé pour les institutions bancaires, est aujourd’hui utilisé
lors de vérifications préalables a I'embauche, comme le rappellent Bartik et Nelson 2016. Pour
O’Neil 2016, cette utilisation des scores de crédit en matiére d’embauche et de promotion crée un
cercle vicieux dangereux en termes de pauvreté. Le Credit-Based Insurance Scores ne peut utiliser
aucune information personnelle pour déterminer le score, autres que celles figurant dans dossier
de crédit, en particulier la race et I'origine ethnique, la religion, le genre, I'état civil, I'age, I’historique
d’empiloi, la profession, le lieu de résidence, les obligations alimentaires envers les enfants/familles
ou les contrats de location. Sur la Table 3’ 2.6, on peut voir I’évolution du taux du crédit proposé en
fonction du score de crédit, sur 30 ans, pour un “bon risque” (3.2 %) et un “mauvais risque” (4.8 %),
avec le montant total du crédit en ordonné (un mauvais risque aura un sur-colt de I'ordre de 20 %),
et sur une prime d’assurance, pour un méme profil, un “mauvais risque” ayant une sur-prime de
I'ordre de 70 %.

Comme le rappelle Lauer 2017, les établissement de crédit ont, depuis longtemps, compilé
des données sur les antécédents financiers des individus, tels que la ponctualité dans les
remboursements de leurs préts, le montant total de leurs emprunts, la fréquence des demandes de
nouveaux crédits, parmi tant d’autres. Et les assureurs se sont rapidement rendu compte que ces
informations étaient trés prédictives de toutes sortes de risques. Dés les années 1970, aux Etats

36. https://www.experian.com/blogs/ask-experian/credit-education/score-basics/850-credit-score/
37. https://www.incharge.org/debt-relief/credit-counseling/credit-score-and-credit-report/
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300-619 620-659 660-699 700-759 760-850
Montant total du crédit | $ 283,319 $ 251,617 $245508 $239,479 $ 233,532
Taux 4.8 % 3.8% 3.6% 3.4% 3.2%
Montant de I'assurance | $ 2580 $ 2400 $ 2150 $ 2000 $ 1500

Table 2.6 - En haut montant d’un crédit sur 30 ans, pour un montant de $150,000, en fonction du
score de crédit (avec 5 catégories, allant du plus risqué a gauche au moins risqué a droite), avec le taux
moyen proposé. En bas, prime d’assurance demandée a un conducteur de 30 ans, sans infractions
constatées, conduisant une voiture moyenne, 12,000 miles par an, en ville, en fonction des mémes
catégories de score de crédit (source : InCharge Debt Solutions).

Unis, la loi a obligé les entreprises a informer les gens lorsque les dossiers de crédit entrainaient
des mesures défavorables (ou “adverse action”), comme une hausse d’une prime d’assurance
ou un crédit. Des décennies plus tard, cette régle a permis aux gens de savoir que les scores
de crédit étaient a I'origine de la hausse soudaine de leurs tarifs d’assurance automobile. Pour
Kiviat 2019, c’est seulement récemment qu’il est apparu clairement de I'importance du score
de crédit en tarification de produit d’assurance, en particulier en assurance automobile. Miller et
al. 2003 rappellent que les rapports de crédit contiennent une grande variété d’informations de
crédit concernant un consommateur individuel. En plus des informations permettant d’identifier une
personne en particulier, le rapport contient des données sur les soldes des cartes de crédit et des
préts, les types de crédit, I'’état de chagque compte, les jugements, les priviléges, les recouvrements,
les faillites et les demandes d’informations sur le crédit. Ces “scores de crédit” sont utilisés
depuis longtemps par les institutions de prét pour prédire le risque associé au remboursement
d’un prét ou a la satisfaction d’'une autre responsabilité financiére. Les modélisateurs de scores
d’assurance ont commencé a combiner et a pondérer des attributs de crédit sélectionnés afin
de développer un “score d’assurance” unique. Ces “scores d’assurance” sont ajoutés en tant
que facteur de risque pour créer des plans de classification des risques dans le but d’obtenir
des résultats plus précis. Méme si le “score de crédit” et le “score d’assurance” sont tous deux
dérivés du dossier de crédit d’'une personne, les deux scores sont différents. Il n'y a aucune
raison de croire qu’un score de crédit mesurant la probabilité de remboursement d’un prét sera
basé sur les mémes attributs (ou que chaque attribut se verra attribuer le méme poids) que ceux
utilisés pour calculer un score d’assurance, et vice versa. Malheureusement, certains acteurs du
secteur de 'assurance en sont venus a appeler les scores d’assurance basés sur le crédit des
“scores de crédit”. Cet abus de langage a pu amener certains a conclure que les avantages et
les inconvénients de I'utilisation des scores de crédit dans le secteur des préts ont un rapport
direct avec les avantages et les inconvénients de I'assurance. Cela a conduit certains a tenter
d’appliquer les résultats des études sur les “scores de crédit” (réalisées par les établissements de
crédit) a I'utilisation des “scores d’assurance” par les assureurs. Morris et al. 2017 soulignent que
les scores d’assurance basés sur le crédit (“scores d’assurance”) sont peut-étre I'exemple le plus
important d’'une caractéristique de I'assuré qui est réglementée parce qu’elle peut étre a I'origine
de “potentially suspect classifications”. Toute corrélation entre les scores d’assurance, d’une part,
et la race ou le revenu, d’autre part, est potentiellement troublante. Tout d’abord, la notation
d’assurance peut avoir un impact disparate sur les minorités raciales et les ménages a faible
revenu, ce qui fait que les membres de ces groupes paient en moyenne des primes plus élevées. Les
informations sur le crédit, par exemple, sont utilisées pour la tarification des assurances automobile
et habitation depuis plusieurs années, malgré leur potentiel de discrimination par procuration (selon
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la classification de Kiviat 2019 et Prince et Schwarcz 2019.

Brockett et Golden 2007 s’étaient interrogés sur I'utilisation des scores de crédit pour tarifer des
contrats d’assurance. Comme le note Kiviat 2019, inspiré par Morris et al. 2017, le revenu des
assurés, en particulier, pourrait étre prédictif des futures réclamations d’assurance si les assurés a
faible revenu sont plus susceptibles de déposer des réclamations méme lorsque les pertes ne sont
que légerement supérieures a leur franchise. Certains assureurs peuvent méme ne pas savoir qu'il
existe une corrélation entre la variable proxy (cotes de crédit) et la variable suspecte (race et revenu).
Et méme si les assureurs sont conscients de cette corrélation, ils peuvent ne pas croire que cette
corrélation contribue a expliquer le pouvoir des informations de crédit pour prédire les sinistres. Au
lieu de cela, ils peuvent croire, comme l'indiquent en fait de nombreuses preuves disponibles, que
les informations de crédit sont prédictives des réclamations car elles mesurent les niveaux de soins
des assurés. Certains assureurs, comme Root Insurance 38 expliquent qu’ils se refusent d’utiliser
ces scores de crédit car ils les jugent discriminatoire : “For decades, the car insurance industry has
used credit score as a major factor in calculating rates. By basing rates on demographic factors
like occupation, education, and credit score, the traditional car insurance industry has long relied
on unfair, discriminatory biases in its pricing practices. These practices unfairly penalize historically
under-resourced communities, immigrants, and those struggling to pay large medical expenses”.

2.3.9 Les réseaux comme proxy

Boyd et al. 2014 affirmaient qu’il existe une nouvelle forme de discrimination associée non pas a
des caractéristiques personnelles (comme celles dont nous parlions dans la section précédente)
mais a des réseaux personnels. Au-dela de leurs caractéristiques personnelles (telles que la race
ou le sexe), une source importante d’information est “qui ils connaissent”. Dans le contexte de
I'assurance automobile basée sur I'utilisation, la nuance est que les réseaux personnels ne sont
pas ceux représentés par un comportement de conduite (stricto sensus), mais ceux définis par les
lieux ol les gens se rendent physiquement.

Dans de nombreux pays, en matiére d’emploi, la plupart des entreprises sont tenues de respecter
I’égalité des chances : la discrimination fondée sur la race, le sexe, la croyance, la religion, la couleur
et I'origine nationale est interdite. Des réglementations supplémentaires interdisent a de nombreux
employeurs de pratiquer une discrimination fondée sur I'adge, les handicaps, les informations
génétiques, les antécédents militaires et I'orientation sexuelle. Toutefois, rien n’empéche un
employeur de pratiquer une discrimination fondée sur le réseau personnel de la personne. Et de plus
en plus, comme le rappellent Boyd et al. 2014, les outils techniques de prise de décision fournissent
de nouveaux mécanismes par lesquels cela peut se produire. Certains employeurs utilisent LinkedIn
(et d’autres sites de réseaux sociaux) pour déterminer “I'adéquation culturelle” d’'un candidat a
I’embauche, et notamment si oui ou non un candidat connait des personnes déja connues de
I'entreprise. Si I’embauche sur la base de relations personnelles n’est en aucun cas nouveau, elle
prend une nouvelle signification quand elle devient automatisée et se produit a grande échelle. Les
algorithmes qui identifient nos réseaux, ou qui prédisent notre comportement en fonction de ceux-
ci, offrent de nouvelles possibilités de discrimination et de traitement inéquitable. Ces derniéres
années 39, plusieurs organismes ont proposé d’utiliser des informations sur nos “amis” afin d’en
savoir davantage sur nous, suivant un principe d’homophilie important (au sens de Miller et al.

38. https://www.joinroot.com/blog/dropping-credit-score-from-car-insurance-by-2025/
39. Paul Verlaine nous avait pourtant mis en garde : “il ne faut jamais juger les gens sur leurs fréquentations. Tenez,
Judas, par exemple, il avait des amis irréprochables”.
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2001), car comme le dit I'adage population, “qui se ressemble s’assemble”. Ainsi Bhattacharya
2015 notait que “you apply for a loan and your would-be lender somehow examines the credit
ratings of your Facebook friends. If the average credit rating of these members is at least a minimum
credit score, the lender continues to process the loan application. Otherwise, the loan application
is rejected”.

2.4 Pour aller plus loin...

2.4.1 Prouver la discrimination

Comme le notent Parquet et Petit 2021, en France, a la fin des années 2010, le “testing” (selon
la terminologie utilisée) s’inscrit au coeur du dispositif des politiques publiques de lutte contre
les discriminations. Ces “testing” recouvrent toutefois un grand nombre de procédures. Le testing
dit “juridique”, pratiqué en France depuis les années 1990 par le milieu associatif, consiste en
une série d’opérations-pieges visant a prendre sur le fait des établissements discriminants, tels
que des discothéques ou encore des agences immobiliéres, et a les faire condamner en justice.
Cette pratique a été validée par l'arrét du 11 juin 2002 de la Cour de cassation de Paris (01-
85.560). Un testing dit “scientifique” existe également, basé sur des expériences lancées en 1967
en Grande-Bretagne, et appelé “practice testing” ou “situation testing” (Riach et J. Rich 1991),
visant a comparer les chances de succés de trois individus fictifs, citoyens britanniques originaires
de Hongrie, des Caraibes et d’Angleterre dans les domaines de I'emploi, du logement, et des
assurances, comme le rappelle Héran 2010. Smith 1977 mentionne également un protocole utilisé
en 1974, basé sur un tirage aléatoire d’offres d’emploi et sur I'envoi de candidatures écrites
identiques. Aux Etats-Unis & la méme époque, Fix et Turner 1998 Blank et al. 2004 mentionnent
des “affirmative action (pair-testing)”. Les testing dits “scientifiques” reposent sur des protocoles
stricts, exigeants et souvent colteux.

Parquet et Petit 2021 rappellent que I'approche classique, pour tester les discriminations a I'emploi,
comporte trois volets : la conception d’un protocole, la dimension aléatoire et la construction de
données. Dans ce contexte, la premiére étape vise a identifier et construire le profil-type des
candidatures, qui servira de base ensuite (en modifiant une seule caractéristique ensuite). La
composante aléatoire consiste a rajouter un peu de bruit (largement contrdlé) pour ne pas avoir
des candidats a I’emploi qui soient des clones les uns des autres. Ces procédures permettent
de neutraliser les biais de sélection et I'hétérogénéité habituellement inobservée, comme le note
Heckman 1992, puisque le contrefactuel est construit ex nihilo : les candidats fictifs sont construits
de toutes piéces de fagon a étre des jumeaux parfaits a I'exception de la caractéristique dont on
souhaite tester I'effet. Cela dit, cela passe souvent par le biais d’une variable tiers, en cherchant
a tester une discrimination par le genre ou raciale, souvent le nom et le prénom du candidat (tel
qu’évoqué par Baptiste Coulmont page 68), le lieu d’habitation (avec un “quartier prioritaire de la
politique de la ville”, dans Bunel et al. 2016, en France) ou par un autre signal supposé fort (comme
Ahmed et al. 2013 qui mentionnaient du travail bénévole dans une organisation gay-lesbienne pour
tester la discrimination selon des préférences sexuelles, alors que Valfort 2017 utilisait les langues
parlées pour indiquer une religion).

D’un point de vue éthique, il y existe un probléme majeur, découlant du droit a la loyauté et a la
transparence, associés au droit a I'information des individus. Selon ce principe, I'expérimentateur
devrait fournir une information compléte en termes clairs sur le traitement, ce qui ruinerait I'idée
méme du testing. Prouver qu’il y a discrimination est un exercice complexe. Une série de trois
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“testing”, menée pour quantifier les discriminations dans I'accés a la banque et a I'assurance, en
France, est présentée dans I'Horty et al. 2019. Mais comme le notent Barnard et Hepple 1999
ou Ellis et Watson 2012, trouver des statistiques pour prouver qu’il y a une discrimination est
complexe : “in order to be reliable sophisticated statistical techniques are required which lie beyond
the resources of parties in individual legal suits” affirmait Browne 1993. Les statistiques concernant
des questions sensibles, par exemple en rapport avec le handicap, I’orientation sexuelle ou I'origine
ethnique, ne sont souvent pas disponibles, voir Tobler 2008 ou Farkas 2011.

I'Horty et al. 2019 rappellent que des discriminations liées au sexe et a la couleur de la peau ont
été mises en évidence dans le processus de négociation d’achat d’une voiture neuve aux Etats-
Unis, des discriminations raciales ont aussi été mises en évidence aux Etats-Unis dans I'accés
a l'assurance (Wissoker et al. 1998), au crédit immobilier (Turner et Skidmore 1999) ou dans
I’accés aux soins pour des patients cardiaques. Mais en assurance, la segmentation des prix est-elle
pour autant une discrimination? Sur les marchés du crédit et de I'assurance, les offreurs sont en
asymétrie d’information sur la qualité réelle des demandeurs (Stiglitz et Weiss 1981). Pour limiter
cette asymétrie, ils utilisent des méthodes de scoring afin d’estimer le risque dans leurs transactions
et ajuster leur tarification. Les banquiers et les assureurs pratiquent ainsi une segmentation de la
clientéle et une évaluation des risques sur la base de données statistiques et actuarielles. Ces
pratiques ne sont pas considérées comme discriminatoires, mais plutdét comme une différenciation
de tarification selon l'intensité des risques, dés lors que les offreurs de crédits ou d’assurance ont
recours uniquement a des critéres de segmentation qui ont une incidence avérée sur le risque.
Méme si un traitement différent selon I'dge est considéré comme légal, il apparait intéressant de
documenter son ampleur. Cependant, toute différenciation ne constitue pas une discrimination.
Ce qui est discriminant n’est pas nécessairement discriminatoire. La discrimination suppose deux
éléments : un traitement défavorable et dans une situation comparable. “Deux personnes d’age
différent ne se trouvent pas dans une situation comparable au regard de I'assurance-vie et que
des différences de traitement proportionnées, fondées sur une évaluation solide des risques, ne
constituent par conséquent pas une discrimination”. I’Horty et al. 2019 ont testé 38 établissements
d’assurance automobile, 52 établissements de complémentaires santé et 20 établissements
financiers pour solliciter un crédit a la consommation en vue d’acheter une voiture d’occasion,
en adressant a chacun les 6 demandes de devis des individus fictifs du testing, soit au total
respectivement 228, 312 et 120 demandes envoyées. Sur le marché de I'assurance automobile,
35 établissements ont répondu a au moins un individu fictif du testing (accord de principe pour une
assurance automobile) et 26 établissements ont adressé un accord de principe aux six individus.
Sur le marché des complémentaires santé, tous les établissements ont répondu favorablement
a au moins un individu fictif du testing (accord de principe pour une complémentaire santé) et
41 établissements ont adressé un accord de principe aux six individus. En assurance automobile,
I’'Horty et al. 2019 notaient I’'absence de discriminations dans I'accés a ce marché et d’autre part
I'existence de discriminations prenant la forme de tarifs différenciés selon le sexe et la réputation
du lieu de résidence.

2.4.2 \Vie privée, prédiction et attaques

Kelly 2021 rappelle que “often the location data is used to determine what stores people visit.
Things like sexual orientation are used to determine what demographics to target”. Chaque type
de données peut révéler quelque chose sur nos intéréts et nos préférences, nos opinions, nos
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loisirs et nos interactions sociales. Par exemple, une étude menée par le MIT*® a démontré
comment les métadonnées des courriels peuvent étre utilisées pour cartographier nos vies, en
montrant la dynamique changeante de nos réseaux professionnels et personnels. Ces données
peuvent étre utilisées pour déduire des informations personnelles, notamment les antécédents
d’une personne, sa religion ou ses croyances, ses opinions politiques, son orientation sexuelle et
son identité de genre, ses relations sociales ou sa santé. Par exemple, il est possible de déduire
nos conditions de santé spécifiques simplement en reliant les points entre une série d’appels
téléphoniques. Pour Mayer et al. 2016, |a loi traite actuellement séparément le contenu des appels
et les métadonnées et facilite I'obtention des métadonnées par les agences gouvernementales,
en partie parce qu’elle part du principe qu’il ne devrait pas étre possible de déduire des détails
sensibles spécifiques sur les personnes a partir des seules métadonnées. Chakraborty et al.
2013 rappellent que les approches actuelles de la protection de la vie privée, généralement
définies dans des contextes multi-utilisateurs, reposent sur I'anonymisation pour empécher que
de tels comportements sensibles ne puissent étre retracés jusqu’a I'utilisateur - une stratégie qui
ne s’applique pas si 'identité de I'utilisateur est déja connue. Au fil du temps, un systéme de
localisation peut étre suffisamment précis pour placer une personne a proximité d’'une banque, d’un
bar, d’'une mosquée, d’une clinique ou d’un autre lieu sensible du point de vue de la vie privée. En
2015, comme le raconte Miracle 2016, Noah Deneau s’est demandé s'il serait possible d’identifier
les chauffeurs musulmans fervents de la ville de New York en examinant les données anonymes
et les chauffeurs inactifs pendant les cing moments de la journée ou ils sont censés prier. Il a
rapidement recherché les conducteurs dont I'activité était faible pendant les 30 a 45 minutes des
heures de priéres musulmanes, et a pu trouver quatre exemples de conducteurs qui pourraient
correspondre a ce modeéle. Ceci se rapproche de Gambs et al. 2010 qui ont mené une attaque sur
un ensemble de données contenant les données de mobilité des chauffeurs de taxi dans la région
de la baie de San Francisco. En trouvant les points ou le capteur GPS du taxi était éteint pendant une
longue période (par exemple deux heures), ils ont pu déduire les centres d’intérét des chauffeurs.
Pour 20 des 90 utilisateurs analysés, ils ont pu localiser un domicile plausible dans un petit quartier.
lls ont méme confirmé ces résultats pour 10 utilisateurs en utilisant une vue satellite de la zone :
elle montrait la présence d’un taxi jaune garé devant le domicile supposé du conducteur. Dalenius
1977 avait introduit un concept intéressant de vie privée : rien concernant un individu ne devrait
pouvoir étre appris a partir d’'un ensemble de données s’il ne peut pas I'étre également sans avoir
acceés a I’ensemble de données. On retrouvera cette idée quand on définira des critéres d’équité, et
que I'on demandera a ce que la variable protégée p ne puisse pas étre prédite a partir des données,
et des prédictions.

2.4.3 Multidimensionalité de la discrimination

Il est important de tenir compte du caractére multidimensionel des données (d’autant plus dans
un contexte de “données massives”), y compris au regard des discriminiations. Comme le racontait
Coluche, dans le blouson noir, “Dieu a dit : il y aura des hommes blancs, il y aura des hommes noirs,
il'y aura des hommes grands, il y aura des hommes petits, il y aura des hommes beaux et il y aura
des hommes moches, et tous seront égaux; mais ca sera pas facile... Et puis il a ajouté : il y en aura
méme qui seront noirs, petits et moches et pour eux, ce sera trés dur!”

Au milieu du XIXémesiécIe, Adolphe Quételet introduisit le concept d’“homme moyen” dans
Quetelet 1846. Dans les années qui suivirent, sous I'impulsion de Francis Galton, I’école anglaise

40. Projet https://immersion.media.mit.edu/
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d’eugénisme s’intéressa aux déviations par rapport a cette norme, cette moyenne (déviation
vers le haut et déviation vers le bas). Comme le rappelait Bulmer 2003, “the deviations from
that average—upwards towards genius, and downwards towards stupidity—must follow the law
that governs deviations from all true averages. Supposons que |'on s’intéresse a une grandeur
d’intérét (par exemple le poids d’'une personne), mesurable, qu’elle soit centrée et réduite de
telle sorte qu’elle suive approximativement une loi normale A/ (0, 1). Supposons que I'“anormalité”
corresponde a une personne sur vingt, soit 5 % de la population. Un individu est alors “normal”
si la grandeur d’intérét est entre -2 et +2, car P[X € [-2,+2]] ~ 95 % si X ~ N(0,1). Si on
considére maintenant une seconde grandeur, et que I'on suppose qu’une personne est “normale”
si elle I'est dans les deux dimensions, la proportion de personnes normales sera P[-2 < X, X5 <
+2] = P[X € [-2,+2]) si on suppose les deux grandeurs comme étant indépendantes, soit 90 %
de la population. Assez naturellement, la proportion de personnes “anormales” augmente avec la
dimension (end 1—0.95d). Sion suppose les grandeurs comme étant indépendantes les unes des
autres, on note qu’en dimension 14, une minorité de personnes sont “dans la norme”. L’individu
moyen devient alors exceptionnel. C’est d’ailleurs ce qu’explique Rose 2016, au travers de deux
exemples. Le premier est tiré de problémes rencontrés par I'armée américaine dans les années
1950. En effet, lors de la conception des postes de pilotage d’avion de chasse, les ingénieurs
avaient utilisé les dimensions de plus de 4000 pilotes pour positionner de maniére optimale le
siége par rapport aux pédales, le manche a balai, la hauteur du pare-brise, mais aussi la forme
du siége, du casque, etc. Ces mesures ont permis de calculer les mensurations du pilote “moyen”
dans une dizaine de dimensions. Par exemple la taille moyenne des pilotes était de 179 cm, ce
qui a permis de définir la taille d’un pilote moyen entre 175 et 185 cm. Si une majorité des pilotes
est de taille moyenne, parmi les 4000 pilotes, aucun n’était “moyen” dans toutes les dimensions.
Comme I'affirmait Daniel 1952 “there was no such thing as an average pilot. If you’ve designed
a cockpit to fit the average pilot, you’'ve actually designed it to fit no one”. Le second exemple est
lié a deux statues, celles de Norma et Normann (exposées historiquement a Cleveland, aujourd’hui
conservées a la bibliothéque de Harvard). L'artiste Abram Belskie et I'obstétricien Robert Latou
Dickinson ont réalisé ensemble ces statues, en 1943. La particularité est qu’aucun modéle n’a
été représenté. En fait, il s'agissait de représenter une femme et un homme qui avaient les
mensurations moyennes de I'époque (a partir de mesures effectuées sur des milliers de sujets). Une
fois ces statues réalisées, un concours a été organisé pour trouver qui ces statues pouvaient bien
représenter. Plusieurs milliers de personnes de I’'Ohio ont envoyé leurs mensurations, mais aucune
ne correspondait a celles des statues. Certes, plusieurs centaines avaient la méme taille. Plusieurs
centaines avaient le méme tour de poitrine. Mais aucune n’avait toutes les mémes mesures. Car
comme I'explique Todd Rose, I'homme n’est pas unidimensionnel : ¢c’est sur plusieurs dimensions
gu’on le mesure. Et le souci quand on travaille dans un contexte multivarié, c’est que la moyenne
perd de son interprétation en terme de “majorité”. En fait, d’'un point de vue probabiliste, &tre moyen
peut étre extraordinaire.
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Chapitre 3

Données et Biais

La plupart des ouvrages et articles qui parlent d’équité et de discrimination, dans le contexte
de l'intelligence artificielle (O’Neil 2016, Hajian et al. 2016, Pleiss et al. 2017, Hoffmann 2019,
Cowgill et Tucker 2019, Rambachan et al. 2020, Mehrabi et al. 2021, entre autres) insistent sur
I'importance des biais de toutes ces “nouvelles” données que les assureurs souhaitent utiliser (y
compris peut-étre également dans les données plus traditionnelles). Barocas, Hardt et al. 2017
ont proposé plusieurs définitions de biais, étroitement liées aux données utilisées pour entrainer
un modéle. Ces données biaisées sont a manipuler avec précaution, si on ne veut pas tomber
dans le fameux “garbage-in, garbarge-out”, expression familiére datant de plus d’un demi-siécle
(mentionnée dans l'introduction de Mellin 1957) qui signifie qu’utiliser de données de mauvaise
qualité en entrée va conduire a des conclusions peu fiables, en sortie.

3.1 Observations et expériences

Pour reprendre la classification de Rosenbaum 2018, il est important de distinguer, lorsque I'on
cherche a faire de la modélisation, entre les données d’expérience et les données d’observation.
Dans ce dernier cas, on va se contenter de données aussi appelées “administratrives” qui montrent
ce que les gens font et non pas ce qu’ils déclarent faire (comme dans des enquétes, par exemple).
Ces données permettent de voir ce que les gens achétent, mangent, ou ils voyagent, etc., a
partir des traces laissées. Il y a eu 185 milliards de transactions a I'aide de cartes Visa en
2019, et 85 milliards a l'aide de cartes Mastercard. Ces données massives nous donnent des
informations sur le comportement de leurs détenteurs, a leur insu pourrait-on penser. Si regarder
les transactions permet probablement de mieux quantifier le nombre de voyages par avion d'une
personne qu’une enquéte ou un rapide sondage, on se doute aussi que ces relevés comportent des
biais et ne reflétent pas toutes les transactions et donnent probablement une vision biaisée de leur
comportement.

Dans un article intitulé “Medicaid is worse than no coverage at all” (Gottlieb 2011) , Scott Gottlieb
affirmait que “dozens of recent medical studies show that Medicaid patients suffer for it. In some
cases, they’d do just as well without health insurance”. Plus particulierement, il s’appuyait sur LaPar
et al. 2010, qui montraient, statistiques a I'appui, que “uninsured patients were about 25 percent
less likely than those with Medicaid to have an ‘in-hospital death’”. Le tableau 3.1 était ainsi donné.
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Medicare Medicaid Non assuré Assurance
Mortalité en milieu hospitalier 4.4 % 3.7% 3.2% 1.3%
Résection pulmonaire 4.3 % 4.3 % 6.2% 20%
CEsophagectomie 8.7% 7.5 % 6.5% 3.0%
Colectomie 7.5 % 54 % 3.9% 1.8%
Pancréatectomie 6.1% 5.8% 8.4 % 27 %
Gastrectomie 10.8 % 54 % 50% 35%
Anévrisme de 'aorte 12.4 % 145 % 14.8% 7.0%
Remplacement de la hanche 04% 0.2% 0.1% 0.1%
Pontage aorto-coronarien 4.0 % 2.8% 2.3% 1.4%
Nombre de cas 491,829 40,259 24,035 337,535
Age (années) 73.5+8.6 49.8 £ 16.4 51.8 +12.8 55.5 £ 11.4
Femmes 49.6 % 48.8 % 35.8% 39.7 %
Durée du séjour (jours) 9.5+0.1 12.7+ 0.4 10.1 £ 0.3 7.4+0.1
CoUt Total ($) 76,374 £53.1 93,567 +251.4 78,279+ 231.0 63,057 + 53.0
Localisation rurale 10.1 % 85% 9.8% 6.6 %

Table 3.1 - Mortalité a I’hdpital pour tous les patients subissant une opération chirurgicale majeure,
par groupe de payeurs principaux (source LaPar et al. 2010, Tables 4, 5).

Plusieurs études ont révélé que les patients bénéficiant de Medicaid et souffrant d’affections spé-
cifiqgues (par exemple un cancer) ou ayant subi des traitements spécifiques (par exemple une trans-
plantation pulmonaire ou une angioplastie coronaire) présentaient des résultats sanitaires nette-
ment moins bons que les patients ayant une assurance privée, souffrant des mémes affections, ou
subissant les mémes procédures. Par exemple, dans le cas d’interventions chirurgicales majeures,
les patients non assurés avaient environ 25 % de chances de moins que les patients bénéficiant
de Medicaid d’étre victimes d’un décés a I'hopital. Etre assuré par Medicaid semblerait presque
agraver le risque! Le probléme potentiel de ce type d’études est que les groupes de comparaison,
les patients de Medicaid et les patients privés assurés ou non assurés, peuvent étre victime d’un
phénoméne d’auto-sélection. Il est probable que de nombreux patients ne s’inscrivent a Medicaid
gu’apres, parfois longtemps apreés, I'apparition d’un probléme médical grave. Dans ce cas, ceux qui
choisissent de s’inscrire a Medicaid peuvent étre plus malades que ceux qui ont une assurance
privée ou ceux qui ne sont pas assurés. Dans un sens, cet effet d’auto-sélection est une forme de
causalité inverse : étre malade pousse les gens a s’inscrire a Medicaid, et non I'inverse. C'est le
soucis des données d’observations.

En 2008, en raison de contraintes budgétaires trés fortes, I'Oregon s’est retrouvé avec une
liste d’attente pour Medicaid de 90 000 personnes et seulement assez d’argent pour couvrir
10 000 d’entre elles. L’'Etat a donc créé une loterie pour sélectionner, au hasard, les personnes
qui pourraient bénéficier de Medicaid, recréant ainsi les conditions préalables nécessaires 13

41. La réalité fut toutefois un peu plus complexe, un grand nombre de les gagnants de la loterie n’étaient pas éligibles
pour Medicaid ou ont choisi de ne pas soumettre leurs papiers pour s’'inscrire au programme.
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Figure 3.1 - Les bases de données d’un assureur, avec une base de souscription (au centre), avec
une ligne par police d’assurance. Cette base sera couplée a la base de sinistres, qui contient tous
les sinistres, et un numéro de police associé. D’autres données pourront étre utilisées pour enrichir la
base, par exemple sur la base de I'adresse d’habitation de I'assurée, avec soit des informations socio-
économiques (statiques agrégées par quartier, sur la richesse, le nombre de crimes, etc.), mais aussi
d’autres informations extraites de cartes, d’images satellites (distance a la borne incendie la plus
proche, présence d’une piscine, etc.) En assurance automobile, il est possible de trouver la valeur
d’une voiture a partir de ses caractéristiques, etc.

de véritables expériences, expériences dites “randomisées” : en comparant avec le groupe de
contrdle (les personnes qui n'ont pas eu accés a Medicaid), A. Finkelstein et al. 2012 notent
“the treatment group had substantively and statistically significantly higher health care utilization
(including primary and preventive care as well as hospitalizations), lower out-of-pocket medical
expenditures and medical debt (including fewer bills sent to collection), and better self-reported
physical and mental health”. Ces expériences, souvent difficile 8 mettre en ceuvre (pour des raisons
financiéres, mais aussi parfois éthiques), permettent justement de contourner le biais des données
administratives.

3.2 Les données en assurance

Traditionnellement, les entreprises d’assurance utilisent deux bases : une base de souscription (une
ligne correspond a une police, avec des renseignements sur I'assuré, sur le bien assuré, etc.) et
une base de sinistres (une ligne correspond a un sinistre, avec le numéro de police de I'assuré, et
la derniére vision des dépenses associées), comme sur la Figure 3.1. Ces deux bases sont liées
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Figure 3.2 - Biais dans la génération des données, et dans la construction de modéle (librement
inspiré de Suresh et Guttag 2019).

par le numéro de police. Ces derniéres années, cependant, les entreprises se sont de plus en
plus appuyées sur des données obtenues a partir d’'un grand nombre de sources externes. Ces
données concertant le bien assuré, avec des informations sur le modéle de voiture, ou sur la maison,
obtenue a partir de I'adresse, comme sur la Figure 3.1. L'adresse permettait historiquement d’avoir
des informations (agrégées) sur le quartier, avec des nombres d’infractions, sur des inondations
passées, sur la distance a la caserne de pompiers la plus proche, etc. On peut aussi utiliser
des images satellites (via Google Earth) ou les informations d’OpenStreetMap. Et les assureurs
s’appuient sur des données qui s’étendent de plus en plus, avec des capteurs déployés partout,
dans la voiture, ou les téléphones cellulaires, comme le rappellent Prince et Schwarcz 2019. Cette
explosion des données laisse ouverte la question de savoir si un zoom de plus en plus granulaire
sur la vie des assurés peut induire une tarification du risque plus précise.

L’évaluation des colts est un processus technique qui implique I'analyse statistique de I’historique
des pertes d’un assureur afin de prévoir les colts de groupes d’assurés particuliers. La tarification,
quant a elle, est un processus commercial par lequel une police est proposée a une certaine prime
sur la base d’un large éventail de calculs concernant différents clients, leur colt d’acquisition,
leur propension a acheter et leur propension a changer de fournisseur. Par exemple, les nouveaux
clients qui effectuent des recherches approfondies et lisent les informations sur la police peuvent
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se voir proposer des prix plus bas que les clients fidéles, comme le notait Minty 2016. Les
perfectionnements techniques en matiére de calcul des colts ne signifient pas nécessairement que
les prix refléteront plus précisément le risque, car les décisions en matiére de tarification impliquent
aussi toujours des considérations commerciales et marketing, comme I’a fait valoir Swedloff 2014.
Les assureurs automobiles savent depuis longtemps que le risque est trés fortement corrélé au
comportement et a la personnalité de I'automobiliste, mais cette certitude qui ne leur a servi a rien
pendant de longues années comme le soulignent Lancaster et Ward 2002, car ces informations
étaient souvent non-observables.

Hand 2020 parlait de dark data, en notant que toutes les données avaient une face cachée qui
pouvait potentiellement engendrer un biais. Nous allons formaliser dans les sections suivantes
ces notions de biais, dont une partie peuvent se visualiser sur la Figure 3.2, inspirée de Suresh
et Guttag 2019. Le “biais historique”, c’est celui qui existe dans le monde tel qu’il est. C’est le biais
évoqué dans Garg et al. 2018 dans la contextualisation en analyse textuelle (“word embedding”)
ou la vectorisation refléte les biais existant entre les hommes et les femmes (le mot “nurse” (non
genré) est souvent associé a des mots associés aux femmes), ou envers des minorités. Le “biais
d’échantillonnage” est celui mentionné dans Ribeiro et al. 2016, ou un algorithme de classification
est entrainé, pour distinguer les chiens des loups, sauf que toutes les images de loups sont prises
dans la neige, et I'algorithme se contente de regarder I'arriere plan de I'image pour attribuer un
label. Pour le “biais de mesure”, Dressel et Farid 2018 évoquent la récidive en justice prédictive
qui est parfois mesurée non pas comme une nouvelle condamnation, mais comme une seconde
arrestation. Le “biais culturel” (appelé “biais d’agrégation” dans Suresh et Guttag 2019) correspond
au probléeme suivant : “a particular dataset might represent people or groups with different
backgrounds, cultures or norms, and a given variable can mean something quite different across
them”. On peut penser a l'ironie en analyse textuelle, ou une référence culturelle (que 'algorithme
ne peut comprendre). Hooker et al. 2020 notent que “compression amplifies existing algorithmic
bias” (ou la compression s’apparente a I'élagage dans les arbres, lorsque I'on essaye de simplifier
les modéles). On peut aussi penser a Bagdasaryan et al. 2019 qui notaient que les techniques
d’anonymisation des données pouvaient poser probléme “differential privacy training mechanisms
such as gradient clipping and noise addition have disproportionate effect on the underrepresented
and more complex subgroups”. On parlera alors de “biais d’apprentissage”. Le biais d’évaluation
se produit lorsque les données de référence utilisées pour une tache particuliere ne sont pas
représententives. On peut penser ici aux algorithmes de reconnaissance faciale entrainés sur
population trés différentes de la vraie population. Buolamwini et Gebru 2018 notent que les femmes
a la peau sombre (“dark-skinned women”) représentent 7.4 % de la base Adience, et ce défaut de
représentativité de certaines populations peut poser des problémes (par exemple pour entrainer
un algorithme a détecter des cancers de la peau). Finalement, le “biais de déploiement” désigne le
décalage entre le probléme qu’un modéle est censé résoudre et la facon dont il est effectivement
utilisé. C’est ce que montrent Collins 2018 ou Stevenson 2018, décrivant les conséquences
néfastes des outils d’évaluation des risques pour la “détermination actuarielle des peines” (on
parlera d’“actuarial sentencing”), notamment la justification d’une incarcération accrue sur la base
de caractéristiques individuelles.
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f_[ Biais de décision, par Olivier 'Harridon 42}

Les littératures développées en économie comportementale et en psychologie du risque ont mis en évidence
de nombreux “biais” qui affectent les décisions prises en présence d’incertitude. Typiquement, un biais de
décision correspond a une déviation observée en référence a une norme de comportement ou de jugement
rationnel. Traditionnellement, la théorie économique fournit, avec la théorie de I'utilité espérée de von Neumann,
Morgenstern et Savage et le théoréme de Bayes, une norme de comportement rationnel face a I'incertitude, que
les probabilités associées aux événements soient connues ou inconnues. Tout écart de comportement constaté
par rapport a cette norme clairement définie est en général qualifié de biais de décision face a I'incertitude, méme
si cet écart peut étre justifié par le contexte particulier de décision, rapidité de la décision a prendre, ou manque
d’information probabiliste.

Au rang des biais de décision sont comptés ainsi de nombreuses heuristiques de choix qui sont des raccourcis
mentaux correspondant a des opérations mentales intuitives et rapides. Il est important de garder a I'esprit que
ces raccourcis peuvent étre justifiés par la nécessite d’obtenir une réponse satisfaisante, ayant I'avantage d’étre
rapide sans étre nécessairement optimale pour autant. La plus célébre heuristique de choix dans le domaine de
I'incertitude est certainement I’heuristique de représentativité. Elle se produit lorsque les individus mésestiment la
fréquence d’'un événement par une généralisation abusive d’'un événement passé similaire. La traduction directe
de I'heuristique de représentativité est I'emploi de stéréotypes pour réaliser des prévisions : les événements qui
n’ont été observés que sur un échantillon limité sont généralisés a I'ensemble d’une population, les événements
extrémes sont banalisés, les phénomeénes pour lesquels de plus amples détails sont connus sont considérés
comme plus probables, les données sur les événements récents sont favorisées au détriment des données initiales
sur la situation etc. Cette derniére caractéristique peut-étre renforcée par I’heuristique de disponibilité, qui traduit
le fait que les individus ont une meilleure mémoire des événements qui sont plus facilement disponibles dans
leurs représentations, au sens qu’ils sont marquants pour eux, tels que les événements fréquents, les événements
plus récents, ou encore les événements de plus grande ampleur. Derniére heuristique majeure identifiée par la
littérature, I’heuristique d’ancrage désigne la tendance a fixer les croyances a un certain niveau et a conserver
cette ancre dans les évaluations ultérieures de I'incertitude, conduisant a un biais de conservatisme. L’emploi
de ces heuristiques est fondamentalement lié au processus de décision : en proposant des retours d’expérience
fréquents sur les décisions prises dans le passé, ou en insistant sur I'attention portée a la décision, I'impact de ces
heuristiques sur la prise de décision peut étre significativement réduit.

Aux cOtés de ces heuristiques, les biais motivationnels sont plus délicats a envisager, notamment en termes
d’interventions possibles pour les réduire. Ainsi, 'économie comportementale a montré que les individus ont
tendance a établir une comptabilité mentale séparée pour chaque petits risques auxquels ils sont soumis,
sans envisager leurs compensations potentielles. Par ailleurs, méme pour des petits risques, les individus sont
nettement plus sensibles a ceux qui conduisent a des pertes qu’a ceux qui conduisent a des gains, démontrant
une importante aversion aux pertes. Les individus ont ainsi tendance a se sur-assurer pour ces petits risques
mais également & choisir des contrats a faible franchise méme s'ils sont moins avantageux pour eux. A noter que
I’aversion aux pertes génére également une forme de conservatisme dans le risque en encourageant les individus
a rester dans leur statu-quo, leur point de référence, plutdt que de risquer des pertes, méme pour bénéficier
de perspectives plus importantes de gains. Dans un ordre d’idées différent, les décisions face au risque sont
également biaisées par la forte tendance des individus a surestimer les petites probabilités, et a sous-estimer les
fortes probabilités, sources importante d’optimisme et de pessimisme quant aux visions subjectives de la chance
et de l'incertitude.

Par ailleurs, I'absence d’information, ou la nécessité d’en acquérir avant de prendre une décision se traduisent
également par un certain nombre de biais de décision. Par exemple, les individus peuvent réagir fortement a
I'ambiguité, typiqguement lorsqu’ils ont conscience de I'absence d’une information qui pourrait étre disponible,
mais qui ne leur ait pas donnée. Certains individus ont également des difficultés a intégrer des nouvelles
informations, positives ou négatives, qu’ils apprennent sur les facteurs de risque, et ces difficultés peuvent avoir
des conséquences particulierement importantes lorsqu’elles touchent a des facteurs de risque affectant la santé,
tels que I'hérédité, le tabagisme, ou I'information sur les risques cardiovasculaires.

Enfin, des biais de décision se produisant dans des domaines connexes a l'incertitude, typiquement la perception
du présent et du futur qui peuvent interagir fortement avec les décisions prises dans le risque. Ainsi le biais
d’'immédiateté qui se traduit par une forte variation de I'impatience tournée vers les conséquences immédiates,
couplé a I'aversion aux pertes, conduit les individus a surévaluer les colts présents au détriment du poids des

domaine de la santé.
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3.3 Biais de variable omise et paradoxe de Simpson

Le biais de la variable omise se produit lorsqu’un modéle de régression est ajusté sans tenir
compte d’une variable (prédictive) importante. Pradier 2011 notait par exemple que des manuels
d’actuariat, comme Depoid 1967, affirment que “la prime pure des femmes sur le marché nord-
ameéricain serait égale a celle des hommes si on la conditionnait par le kilométrage”. Mais cette
derniére est a priori non-observée.

Variable omise dans un modeéle linéaire

La sous-identification correspond au cas ou le vrai modéle serait y; = By + :BIﬁl + w;ﬂg +¢; (sous
une forme vectorielle classique) mais le modéle estimé est y; = by + a:lTbl + n; (autrement dit, les
variables contenues dans le vecteur x5 ne sont pas utilisées dans la régression). L’estimateur du
maximum de vraisemblance de b; est (avec I'écriture matricielle classique en économétrie, comme
dans Davidson et MacKinnon 2004 ou plus récemment Charpentier, Flachaire et al. 2018)

~ To \=loT
by = (Xle) 1Xl’y
= (X1X1)'X[[X18) + XoB, + €]
To \=loT To \-loT To \-1oT
= (X; X)) 1X1X1f7'1‘F(X1X1) 1X1X2,32+(X1X1) 'X{e

1T To —loT
= B+ (X1X,) X1X2,32’+‘(X1X1) X e

[N

Bz s
de telle sorte que E[Bl] = (3, + 319, le biais (ce que nous avons noté 3,5) étant nul uniquement dans

le cas ou X1TX2 = 0 (c'est-a-dire X; L X5): on retrouve ici une conséquence du théoréme de
Frisch-Waugh. Si on simplifie un peu, supposons que le véritable modéle sous-jacent des données

y = Bo+ Bz + Boxg + ¢,

ol x1 et x5 désignent des variables explicatives, y est la variable cible, et € est un bruit aléatoire.
Le modéle estimé en enlevant x5 donne

~

:U = 50 + bl.’IJl.

On peut penser a une variable importante manquante x5, ou au cas ol x5 est une variable protégée.
Les estimations des coefficients de régression obtenus par moindre carrés sont (généralement)
biaisées, dans le sens ol

P cov[zy,y]  Cov[zy, By + iy + B + €]

)

\7&[561] \7&[561]

! SR AN e
~ cov|rqi, X1 CoV|T1, X9 Cov|Tq, € CoV|T1, X9
blzﬁl'—-\— 2° — — :ﬁ1+ﬁ2'—-—-

Var|z] Var(z] Var(z] Var(z]
\ﬂ_l %—J
=1 =0

Lorsque x5 est omise, by est biaisé d’autant plus que z; et x5 sont corrélées. Ainsi, dans la plupart
des cas réalistes, non seulement la suppression de la variable sensible (si x5 = p) ne rend pas les

42. Professeur a I'Université de Rennes 1.
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modéles de régression équitables, mais au contraire, une telle stratégie est susceptible d’amplifier
la discrimination. Par exemple, en économie du travail, si les immigrants ont tendance a avoir
un niveau d’éducation plus faible, alors le modéle de régression “punirait” encore plus le faible
niveau d’éducation en offrant des salaires encore plus bas aux personnes ayant un faible niveau
d’éducation (qui sont principalement des immigrants). Zliobaite et Custers 2016 suggérent qu’une
meilleure stratégie pour assainir les modéles de régression consisterait a apprendre un modéle sur
des données complétes incluant la variable sensible, puis a supprimer la composante contenant la
variable sensible et a la remplacer par une constante qui ne dépend pas de la variable sensible. Une
étude sur la prévention de la discrimination pour la régression, Calders et Zliobaité 2013, est liée
au sujet, mais avec un objectif différent. Notre objectif est d’analyser le réle de la variable sensible
dans la suppression de la discrimination, et de démontrer qu’il est nécessaire de I'utiliser pour la
prévention de la discrimination. Calders et Zliobaité 2013 utilisent, bien sir, la variable sensible
pour formuler des contraintes de non-discrimination qui sont appliquées pendant I'ajustement du
modéle. Mais une discussion sur le réle de la variable sensible n’est pas le sujet de leur étude. Des
approches similaires ont été discutées dans la modélisation économique, comme dans Pope et
Sydnor 2011, ou I'accent a été mis sur I'assainissement des modéles de régression, notre objectif
dans ce document est sur les implications pour les réglementations des données.

Pour revenir a notre exemple, il existe des cas ou b; < 0 (par exemple) alors que dans le vrai
modéle, 81 > 0. On parle alors de paradoxe (de Simpson) ou de corrélation fallacieuse (en inférence
écologique) au sens ol le sens de I'impact d’une variable prédictive n’est pas clair.

Admission scolaire et discrimination positive

Si les exemples de tels paradoxes sont nombreux (Alipourfard et al. 2018 dressent une liste
importante), le paradoxe de Simpson a été observé tout d’abord sur les admissions universitaires,
dans Bickel et al. 1975, comme le Tableau 3.2 I'atteste.

Total Hommes Femmes Proportions

Total | 5233/12763 ~ 41 % | 3714/8442 ~ 44 % 1512/4321 ~35% | 66 %-34 %
Top 6 | 1745/4526 ~ 39 % | 1198/2691 ~45%  557/1835 ~30% | 59 %-41 %

A 597/933 ~64% |  512/825~62%  89/108 ~ 82% | 88 %-12 %
369/585 ~ 63% |  353/560 ~ 63% 17/ 25 ~68% | 96 % 4%
321/918 ~35% | 120/325~37%  202/593 ~ 34% | 35 %65 %
269/792 ~ 34% |  138/417~33%  131/375 ~35% | 53 %-47 %
146/584 ~ 25 % 53/191 ~ 28 % 94/393 ~ 24 % | 33 %-67 %

43/714 ~ 6% 22/373 ~ 6% 24/341 ~ 7% | 52 %-48%

m m O O W

Table 3.2 - Statistiques d’admission sur les six plus gros programmes gradués a Berkeley, avec le
nombre d’admis / le nombre de dossiers regus ~ le pourcentage d’admission. Les chiffres en gras
indique, par ligne qui des hommes ou des femmes ont le taux d’admission le plus important. La
colonne proportion indique les proportions hommes-femmes, dans les soumissions de candidatures.
Le total correspond aux 12763 candidatures dans 85 programmes gradués; les six plus gros
programmes sont détaillés en dessous, et la ligne “top 6” est le total de ces six programmes (soit
4526 candidatures).
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Mathématiquement, il n’y a pas vraiment de paradoxe, au sens ou

o o h b ath ath
&1 Co d1 dg Cl+d1 62+d2

La conclusion de Bickel et al. 1975 souligne “the bias in the aggregated data stems not from
any pattern of discrimination on the part of admissions committees, which seems quite fair on
the whole, but apparently from prior screening at earlier levels of the educational system. Women
are shunted by their socialization and education toward fields of graduate study that are generally
more crowded, less productive of completed degrees, and less well funded, and that frequently offer
poorer professional employment prospects”. Autrement dit, la source des préjugés sexistes dans
les admissions était un probléme de filiére : sans qu’il y ait de faute de la part des départements,

les femmes ont été “écartées par leur socialisation” qui s’est produite a un stade antérieur de leur
vie.

Survie au naufrage du Titanic

Une autre illustration se retrouve dans les données du Titanic, plus particulierement quand on
utilise des informations sur les membres d’équipage aux passagers. La Table 3.3 montre le méme
paradoxe, dans le contexte de la survie suite au naufrage.

Total Femmes Hommes

troisiéme classe 181/709 ~ 25.5% | 106/216 ~ 49.1 % 75/493 ~ 15.2 %
membre d’équipage | 211/890 ~ 23.7% | 20/ 23 ~86.9% 191/867 ~ 22.0%

Table 3.3 - Statistiques de survie pour les passagers du Titanic et les membres d’équipages (x;) et
leur genre (x5).

Mais regardons les taux de survie des hommes et des femmes séparément, tels que présentés dans
la Table 3.3. Pour les hommes, parmi I’équipage, il y avait 867 hommes, dont 191 ont survécu, soit
un taux de 22 %. Parmi les passagers de troisiéme classe, 493 étaient des hommes, et 75 ont
survécu, soit un taux de 15.2 %. Pour les femmes, parmi I'équipage, il y avait 23 femmes, et 20
d’entre elles ont survécu, soit un taux de 87 %. Et parmi les passagers de troisiéme classe, 216
étaient des femmes, et 106 ont survécu, soit un taux de 49 %. Autrement dit, pour les hommes
et les femmes séparément, les membres d’équipage avaient un taux de survie plus élevé que les
passagers de troisiéme classe; mais dans I'ensemble, les membres d’équipage ont un taux de
survie inférieur a celui des passagers de troisieme classe. Comme pour les admissions, il n’y a pas
de faute de calcul, ou de piége. Il y a simplement une erreur d’interprétation, car le genre x, et le
statut z; (passager/membre d’équipage) ne sont pas des variables indépendantes, tout comme le
genre x4 et la survie g, qui ne sont pas indépendantes. En effet, alors que les femmes représentent
22 % de la population totale, elles représentent plus de 50 % des survivants... et 2.5 % du personnel
d’équipage.

Paradoxe de Simpson en assurance

Dans un contexte démographique, Cohen 1986 s’est intéressé a la mortalité au Costa Rica et en
Suéde (la Suéde était alors connue, et mise en avant, pour son excellente espérance de vie). Sans
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Figure 3.3 - Taux de mortalité annuelle des femmes, au Costa-Rica et en Suéde, et pyramide des ages
des deux pays (inspiré de Cohen 1986, données Keyfitz, Flieger et al. 1968).

surprise, il a trouvé qu’en 1960, le taux de mortalité des femmes dans toutes tranches d’age était
supérieur au Costa Rica, par rapport a la Suéde, comme le montre la Figure 3.3. Pourtant, le taux
de mortalité général des femmes au Costa Rica était inférieur a celui de la Suéde, avec un taux de
mortalité de 8.12%o0 au Costa-Rica, contre 9.29%o. en Suéde. L’explication est liée au paradoxe de
Simpson, et elle provient de la structure différente des populations. La population du Costa Rica
est beaucoup plus jeune en moyenne que celle de la Suéde, et donc les jeunes classes d’age (qui
ont un faible taux de mortalité) pésent plus dans la moyenne pour le Costa Rica que pour la Suéde,
conduisant a un taux de mortalité global assez faible au Costa Rica, malgré un taux assez mauvais
dans chaque tranche d’age, comme on le voit sur la pyramide des ages, a droite de la Figure 3.3.

Davis 2004 étudiait la relation entre le nombre d’accidents piéton-véhicule, et la vitesse moyenne
des véhicules, en divers endroits d’une ville. Plus précisément, il s’agissait d’évaluer l'intérét de
limiter plus séverement la vitesse autorisée des véhicules en ville, et de facon inattendue, le
modéle montrait qu’en faisant passer la limite de 30 miles par heure a 25, le nombre d’accidents
augmenterait. L’explication est qu’une agrégation malheureuse des données (qui ne prenait pas en
compte que le nombre d’accidents était bien plus rare dans les zones résidentielles, par exemple)
engendrait une conclusion paradoxale (on s’attendrait a ce que le nombre d’accidents diminue
quand la vitesse limite est réduite).

Paradoxe écologique

Des problémes similaires au paradoxe de Simpson se présentent également sous d’autres formes.
Par exemple, le paradoxe écologique (analysé par Freedman 1999, Gelman 2009, King et al.
2004) décrit une contradiction entre une corrélation globale et une corrélation au sein de groupes.
Un exemple classique a été décrit par Robinson 1950. La corrélation entre le pourcentage de
la population née a I'étranger et le pourcentage de personnes alphabétisées dans les 48 Etats
des Etats-Unis en 1930 était de +53 %. Cela signifie que les Etats qui comptaient une proportion
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plus élevée de personnes nées a I'étranger étaient également plus susceptibles d’avoir un taux
d’alphabétisation plus élevé (plus de personnes sachant lire, en anglais américain du moins).
Superficiellement, cette valeur suggére que le fait d’étre né a I'étranger signifie que les gens sont
plus susceptibles d’étre alphabétisés. Mais si I'on regarde au niveau des Etats, le tableau est assez
différent. Au sein des Etats, la corrélation moyenne est de —11 %. La valeur négative indique qu’étre
né a I'étranger signifie que les gens ont moins de chances d’étre alphabétisés. Si les informations
au sein des Etats n’avaient pas été disponibles, une conclusion erronée aurait pu étre tirée sur la
relation entre le pays de naissance et I'alphabétisation.

On peut également mentionner, dans un contexte récent, le cas de la vaccination, comme I'ont noté
Kugelgen et al. 2021. En reprenant les statistiques collectées par Morris 2021, on peut obtenir la
Table 3.4, ou I'efficacité est définie comme le taux d’infectés parmi les personnes non-vaccinées
ramené au taux d’infectés parmi les vaccinés. S’il n'y a pas de paradoxe de Simpson stricto sensu,
en revanche, on notera que ne pas segmenter en fonction de I'age conduit a fortement sous-estimer
I'efficacité du vaccin.

Total jeunes personnes agées
vaccinés 301/5634634~ 0.053%0 | 11/3501118 ~ 0.003%0 290/2133516 ~ 0.136%o
non vaccinés | 214/1302912~ 0.164%o | 43/1116834 ~ 0.039%0 171/ 186078 ~ 0.919%o
efficacité 3.1x 13.0x 6.7x

Table 3.4 - Statistiques de cas graves de COVID-19, en Israél, (source Morris 2021)

3.4 Biais d’auto-sélection et paradoxe de Berkson

La non-réponse est une forme d’autosélection ol les individus refusent de faire partie de
I’échantillon d’apprentissage. En fait, cette situation se retrouve de plus en plus dans les fichiers
administratifs, comme le souligne Westreich 2012. Jusqu’a trés récemment, bien souvent, nos
données étaient stockées automatiquement, sans que nous le sachions, et sans que nous n’ayons
notre mot a dire. Le Réglement général sur la protection des données (RGPD) de I’'Union européenne
a changé cela “3 En application de ce principe, de nombreux pays ont voté des lois donnant la
possibilité a ceux qui en font la demande de voir leurs données supprimées. Ce concept de opting-
out est contraignant et peut fortement biaiser les données conservées. On peut penser a Dilley
et Greenwood 2017 qui notaient que que nombre d’appels d’urgence (au 999) abandonnés au
Royaume-Uni avaient plus que doublé en 2016. Comment tenir compte de ces appels qui n’ont pas
abouti si on souhaite étudier sérieusement le sentiment d’insécurité?

Ce probléme d’auto-sélection peut aussi ressurgir lorsque I'on essaye de modéliser 'admission dans
un programme universitaire (pour faire écho au probléme présenté dans la section précédente).On
considere ici trois variables indicatrices (y1.;, ¥2.;, ¥3;) oU (1) la premiére variable indique si une
personne a postulé dans un programme, (2) la seconde indique I'admission dans un programme,
(3) et la troisieme indique l'inscription dans un programme. Supposons de plus que les dossiers
sont évalués sur la base de deux grandeurs (xi;,xs;), Notées aussi x;. Dans les exemples

43. Comme vous le réalisez sans doute en raison de toutes les invitations a cocher des cases indiquant que vous
comprenez et autorisez I'enregistrement des données personnelles vous concernant lorsque vous naviguez sur les sites
internet.
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venus des Etats-Unis, les deux grandeurs principalement étudiées sont le GPA score (Grade Point
Average, allant souvent de 1 a 4, respectivement pour un D et un A ou un A+) et le SAT score
(Scholastic Aptitude Test, allant de 400 a 1600). Pour simplifier, supposons que les deux scores
sont normalisés sur une échelle de 0 a 100, comme sur la figure 3.4. Supposons que des régles trés
simples soient adoptées pour chacune des classes (j) : Yji = 1[:1:T,6j > sj}. Par exemple aucun
éléve dont la somme 1 + 5 ne dépasse pas 60 ne postule (y;.; = 1[x1,; + zo,; > 60]), tout éléve
dont la somme des scores dépasse 120 est admis (ys.; = 1[x1.,; + x9; > 120]) et les éléves “trop
bons” qui ne viennent finalement pas (y3.; = 1[x1.; + x2,; € (120, 160]]). Comme on peut le voir sur
la figure 3.4, suivant les données utilisées, la corrélation entre les variables x; et x5 peut fortement
changer : globalement les variables sont fortement corrélées, positivement, mais sur la sous base
des éléves inscrits dans le programme (autrement dit {i : y3., = 1}), les variables z; et x5 sont
fortement corrélées, mais négativement cette fois.

Cet exemple sur les admissions scolaires se retrouve dans beaucoup de cas, en assurance ou en
finance. En risque de crédit, on essaye d’estimer la probabilité qu’un souscripteur ait un défaut
de paiement. Mais il convient de s’interroger sur les données a disposition pour estimer cette
probabilité (ou construire un score de crédit). La premiére barriére est I'auto-sélection, certaines
personnes ne déposant pas de dossier de crédit, pour toutes sortes de raisons. Cette auto-
sélection est d’autant plus génante que I'on n’a souvent aucune information sur les personnes
qui ne postulent pas 44 0on peut aussi penser aux radars pour repérer des zones ou les exceés
de vitesse seraient fréquents : toutes les vitesses des voitures passant sur la route sont-elles
mesurées et enregistrées, ou seulement les voitures ayant commis un excés de vitesse ? Les radars
fonctionnent-ils en permanence, ou seulement aux horaires ol des enfants jouent dans la rue?
L’appareil enregistre-t-il seulement la vitesse ou aussi d’autre comportements suspects? On peut
aussi penser a une base relativement populaire 4® Jes accidents corporels de la circulation routiére,
ol est enregistrée “tout accident corporel de la circulation routiere connu des forces de I'ordre
faisant I'objet d’un Bulletin d’Analyse d’Accident Corporel (BAAC)”. On peut imaginer que certains
accidents ne figurent pas dans la base, et que certaines informations ne sont que partiellement
reportées comme les informations en lien avec I'alcoolémig, tel que le soulignent Carnis et Lassarre
2019 : une information manquante signifie-t-il que le test était négatif ou qu’il n’a pas été fait? I
est indispensable de savoir comment les données ont été collectées avant de commencer a les
analyser. Les informations manquantes sont fréquentes aussi en assurance santé, les dossiers
médicaux étant souvent relativement complexes, avec des multitudes de codes de procédures (qui
varient d’un hopital a l'autre, d’'un assureur a I'autre). En France, la majorité des médicaments étant
pré-empaquetés (par boites de 12, 24, 36), il est difficile de quantifier la “consommation” (réelle)
de médicaments.

3.5 Biais de rétroaction et biais de déploiement

3.5.1 Biais de rétroaction et loi de Goodhart

Quand on veut mesurer la richesse d’une population, on peut penser aux enquétes ou aux données
fiscales. Les premiéres sont coliteuses et complexes a organiser. Les secondes sont biaisées, en

44. Pour poursuivre I'analogie, en risque de crédit, on retrouve les trois niveaux précédents, avec (1) ceux qui ne
sollicitent pas de crédit, (2) ceux a qui I'établissement n’offre pas de crédit et (3) ceux qui ne sont pas intéressés par
I’offre faite.

45. https://www.data.gouv.fr/fr/datasets/accidents-corporels-de-la-circulation-routiere/
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Figure 3.4 - Relation entre les deux variables, z; (GPA) et x5 (SAT), en fonction de la population
étudiée : population totale en haut a gauche (r ~ 0.55), population observable en haut a droite, i.e.
éléves ayant postulé au programme (r ~ 0.45), population des éléves admis au programme en bas
a gauche (r ~ —0.05), et population des éléves finalement inscrits au programme en bas a droite
(r ~ =0.7) (source : données fictives).
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particulier pour les trés hauts revenus, qui pratiquent de I'optimisation fiscale (et qui vont changer
au cours du temps). En la matiére, I'imagination est grande. Par exemple, au Royaume-Uni, on peut
éviter les droits de succession en empruntant sur un bien imposable (par exemple, votre maison)
et en investissant le prét dans un bien non imposable, tel qu’un bois; on peut acheter un bien
immobilier par I'intermédiaire d’une société off-shore, puisque les sociétés et les résidents non
britanniques ne paient pas d’'impdts au Royaume-Uni. Lorsque les lacunes d’un systéme fiscal sont
découvertes et que les gens commencent a en faire un usage intensif, mais souvent cela ne fait que
conduire a des structures encore plus élaborées qui présentent a leur tour leurs propres lacunes.
C’est la loi de Goodhard.

Comme I'a énoncé Marilyn Strathern, la loi de Goodhart dit que “when a measure becomes a target,
it ceases to be a good measure” (lorsqu’une mesure devient un objectif, elle cesse d’étre une bonne
mesure). Dans le domaine de la santé, aux Etats-Unis, Poku 2016 note qu’a partir de 2012, en
vertu de la loi “Affordable Care Act” , Medicare a commencé a imposer des sanctions financiéres
aux hopitaux présentant des taux de réadmission de 30 jours “plus élevés que prévus”. Dés lors, le
taux moyen de réadmission a I’h6pital dans les 30 jours pour les bénéficiaires de I'assurance “fee-
for-service” a diminué. Est-ce dii a une amélioration des efforts de transition et de coordination
des soins menés par les hopitaux, ou bien faut-il relier cette baisse a une hausse des séjours ‘en
observation’ pendant la méme période ? Car bien souvent, fixer un objectif sur la base d’une mesure
précise (ici le taux de réadmission de 30 jours) rend cette grandeur totalement inutilisable pour
quantifier le risque de retomber malade, mais a aussi une influence directe sur d’autres grandeurs
(ici le nombre de séjours ‘en observation’), qu’il devient alors difficile de suivre sur la durée. Sur
internet, on demande de plus en plus a des algorithmes de trier du contenu, de juger le caractére
diffamatoire ou raciste des tweets, de voir si une vidéo reléve du “deepfake”, de calculer un score de
fiabilité associé a un compte Facebook, etc. Et nombreux sont ceux qui réclament une transparence
des algorithmes, pour savoir comment ces scores sont créés. Malheureusement, comme le notait
Dwoskin 2018 “not knowing how [Facebook is] judging us is what makes us uncomfortable. But the
irony is that they can’t tell us how they are judging us — because if they do, the algorithms that they
built will be gamed ” , exactement comme le suppose la loi de Goodhart.

Comme I'écrivait Desrosieres 2016, “les indicateurs quantitatifs rétroagissent sur les acteurs
quantifiés”. Au printemps 2020, les chaines télévisées d’information donnaient, en temps continu,
le nombre de personnes en soins intensifs, et le nombre de morts dans les hépitaux, mesures
qgue I'on retrouvera ensuite sous forme de graphiques, mis a jour toutes les semaines, voire tous
les soirs, sur des sites Internet dédiés. En cette période de crise, au plus fort de la saturation
des hopitaux, le National Health Service (NHS) en Angleterre avait demandé a chaque hdpital
d’estimer ses capacités de lits, afin de réallouer les ressources globalement. Annoncer que peu
de lits étaient disponibles était la meilleure stratégie pour obtenir davantage de financement. On
peut alors s’interroger sur le niveau de saturation réelle du systéme, chaque hopital ayant compris la
régle, et manipulant la mesure a sa guise. Et tout aussi préoccupant, alors que les gouvernements
se concentraient sur les hopitaux (fournissant les données officielles utilisées pour construire la
plupart des indicateurs), les maisons de retraite ont connu des hécatombes désastreuses, qui ont
mis beaucoup de temps a étre quantifiées, comme le raconte Giles 2020.

Mais, hormis les erreurs de données, I'idée des cartes de la criminalité souléve des problémes
plus subtils, liés aux données cachées et aux réactions. L'attention a été attirée sur ces problémes
lorsque le groupe d’assurance britannique Direct Line a réalisé une enquéte qui a révélé que “10 %
de tous les adultes britanniques envisageraient certainement ou probablement de ne pas signaler
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un crime a la police parce qu’il apparaitrait sur une carte de la criminalité en ligne, ce qui pourrait
avoir un impact négatif sur leur capacité a louer/vendre ou réduire la valeur de leur propriété”. Au
lieu de montrer ou les incidents se sont produits, les cartes risquent de montrer ol les gens ne se
soucient pas de les signaler. Ce n’est pas du tout la méme chose, et toute personne qui prendrait
des décisions sur la base de ces données pourrait facilement étre induite en erreur. O’Neil 2016
rappelait aussi le biais de sélection dans les premiers systémes de données télématiques : “in these
early days, the auto insurers’ tracking systems are opt-in. Only those willing to be tracked have to
turn on their black boxes. They get rewarded with a discount of between 5 and 50 percent and the
promise of more down the road. (And the rest of us subsidize those discounts with higher rates.)”. |l
y a plus d’un vingtaine d’années, ce probléme avait déja été mentionné, par exemple par Morrison
1996, qui rappelait (en citant Stein 1994), que certaines compagnies d’assurance, aux Etats-Unis,
utilisaient les preuves de violence conjugale pour discriminer la victime en lui refusant I'accés a
toute forme d’assurance. L'argument était le méme que celui évoqué voila plusieurs siécles pour
interdire I'assurance sur la vie : “there is some fear that if the beneficiary is the batterer, we would
be providing a financial incentive, if it’s life insurance, for the proceeds to be paid for him to kill her”
rapportait ainsi Seelye 1994. Ainsi, les victimes réalisaient que si elles demandaient une protection
médicale ou policiére, les dossiers qui en résulteraient pourraient compromettre leur assurabilité.
En conséquence, Morrison 1996 affirme que les victimes pouvaient cesser de chercher de I'aide,
ou de signaler les incidents de violence, afin de préserver leur couverture d’assurance.

Un autre exemple est celui des objets connectés, permettant enfin de connaitre le comportement
des assurés. Les assureurs automobiles savent depuis longtemps que le risque est trés fortement
lié au comportement de I'automobiliste, mais, comme le soulignaient Lancaster et Ward 2002, cette
intuition n’a jamais pu étre utilisée. “As certainty replaces uncertainty” pour reprendre les mots de
Zuboff 2019, “premiums that once reflected the necessary unknowns of everyday life can now rise
and fall from millisecond to millisecond, informed by the precise knowledge of how fast you drive
to work after an unexpectedly hectic early morning caring for a sick child or if you perform wheelies
in the parking lot behind the supermarket”. Les assurés sont récompensés lorsqu’ils améliorent
leur comportement de conducteur, “relative to the broader policy holder pool” comme I'affirmaient
S. Friedman et Canaan 2014. Cette approche, parfois appelée “gamification”, peut méme inciter
les automobilistes a changer leurs comportements, leurs risques. Jarvis et al. 2019 vont jusqu’a
affirmer que “insurers can eliminate uncertainty by shaping behavior”.

3.5.2 Biais de déploiement

Tel qu’évoqué sur la Figure 3.2, le biais de déploiement peut signifier qu’une fois confronté au
marché, un “bon” modéle peut s’avérer désastreux. Formellement, cela signifie qu’un modéle
estimé pour minimiser une erreur de précision sur une base d’apprentissage “biaisée” peut donner
toutes sortes de résultats en le mettant en compétition face a d’autres modéles. Par exemple, sur la
Figure 3.5, on suppose que chaque assureur dispose de données (y;, 1 ;, z2;), 0 y désigne le colt
d’un sinistre, x; est une caractéristique des assurés (schématiquement, z; € {0, 0}, des carrés
ou des ronds), et x5 désigne I'age des assurés. Et comme on le voit, z; et x5 sont trés corrélées
(parfaitement corrélées dans cet exemple, mais on pourrait relacher cette hypothése sans trop de
difficultés). Supposons de plus qu’il y a 2 assureurs, et que pour des raisons historiques, les carrés
O étaient assurés par I'assureur A alors que les ronds O étaient assurés par I’ . Chaque
assureur avait son modéle linéaire de tarification, 74 (z5) = g + a2 et

(comme ils nont qu’un type de x4, ils n’utilisent pas cette variable comme critére tarifaire). Comme
le montre la droite de la Figure 3.5, chaque assureur avait un “bon” modéle, lui permettant d’étre

95



o o
S _ o _
= -
2 g
2 g 2 g
£ — £ —
@ S a = perte
= =
o o
3 3
o 8 4 S 8
w wn
ASSUREUR A ASSUREUR A
o - o -
I T T T T T 1 I T T T T T 1
20 30 40 50 60 70 80 20 30 40 50 60 70 80
Age du conducteur Age du conducteur

Figure 3.5 - Données (y;, z1 ;, x2,;), oU y désigne le colit d’un sinistre, =, est une caractéristique des
assurés (z; € {O, o}, des carrés ou des ronds), et x5 désigne I'dge des assurés, avec deux assureurs
ayant chacun un modeéle (linéaire) 74 (z9) = ag + a5 et (source : données
fictives).

en moyenne a I'équilibre, au sens ou

Z Yi = Z ma(z2,) €t Z Yi = Z T5(22,)-

IS Ty ,,=0 IS xy,4=0 IS T1,;=0 i T1,;=0

Supposons maintenant soit que la concurrence devient plus sévéere, ou simplement que les deux
modeéles, développés indépendemment soient lancé sur un méme marché. L'avantage des modéles
linéaires est de proposer des prix pour tous les ages, méme s’ils n'ont pas été observés dans
les données, comme on le voit sur la gauche de la Figure 3.6. On le voit, pour les carrés O,
wa(x;) > , autrement dit, tous les carrés devraient (rationnellement) choisir d’étre assurés
par I . Et de maniére symmétrique, pour les ronds 0 on a 74 (z;) < autrement
dit, tous devraient étre assurés par I'assureur A. Aussi, lors du déploiement, les portefeuilles des
deux assureurs vont radicalement changés. Et pire, comme on le voit sur la droite de la Figure 3.6,
I'assureur A va perdre de I'argent sur presque tous ses assurés (ainsi que B).

3.6 Autres biais et “dark data”

En tentant de faire une typographie des biais des “dark data”, Hand 2020 avait énuméré des
dizaines d’autre biais existants. Au-dela des variables manquantes évoquées précédemment, il y
a un biais de sélection qui peut étre particulierement important. En 2017, lors d’un des débats a
la conférence NeurlPS sur l'interprétabilité 46, un exemple sur la détection de la pneumonie est
mentionné : un réseau de neurones profonds est entrainé pour distinguer les patients a faible

46. Appelé “The Great Al Debate : Interpetability is necessary for machine learning”, opposant Rich Caruana et Patrice
Simard (pour) a Kilian Weinberger et Yann LeCun (contre) https://youtu.be/93Xv8vJ2acl.
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Figure 3.6 - Mise en compétition des modéles de la Figure 3.5, (source : données fictives).

risque des patients a haut risque, afin de déterminer qui traiter en premier. Le modéle était
extrémement précis sur les données d’entrainement. Aprés une inspection approfondie, il s’avéere
que le réseau neuronal a appris que les patients ayant des antécédents d’asthme présentaient un
risque extrémement faible et ne nécessitaient pas de traitement immédiat. Ce qui peut sembler
contraire a I'intuition, car la pneumonie est une maladie pulmonaire et les patients asthmatiques
ont tendance a y étre plus sensibles (ce qui en ferait classiquement des patients a haut risque).
En regardant plus en détail, les patients asthmatiques présents dans les données d’entrainement
présentaient effectivement un faible risque de pneumonie, car ils avaient tendance a se faire
soigner par des médecins beaucoup plus t6t que les patients non asthmatiques. En revanche, les
personnes non asthmatiques ont tendance a attendre que le probléme devienne plus grave avant
de se faire soigner.

Le biais de survie est un autre type de biais relativement connu et documenté. L’exemple le plus
connu est celui présenté par Mangel et Samaniego 1984 : pendant la seconde guerre mondiale,
il a été demandé a des ingénieurs et des statisticiens (britanniques) comment renforcer les
bombardiers qui subissaient le feu ennemi. Le statisticien Abraham Wald a commencé a collecter
des données sur les impacts dans la carlingue. A la surprise générale, il a recommandé de blinder
les endroits des appareils qui présentaient le moins de dommages. En effet, les avions utilisés dans
I’échantillon présentaient un biais important : seuls les avions revenus du théatre des opérations
ont été pris en compte. S’ils ont pu revenir avec des trous au bout des ailes, c’est que ces parties
sont suffisamment solides. Et comme aucun avion n’est revenu avec des trous au niveau des
moteurs et des hélices, ce sont ces parties qu’il convenait de renforcer. Un autre exemple est celui
des patients atteints d’'un cancer avancé. Pour déterminer lequel des deux traitements est le plus
efficace pour prolonger la vie, les patients seront répartis au hasard entre les deux traitements
et les durées moyennes de survie dans les deux groupes seront comparées. Mais inévitablement,
certains patients survivront longtemps - peut-étre des décennies - et nous ne voudrions pas attendre
des décennies avant de savoir quel traitement est le meilleur. Ainsi, I'étude sera probablement
terminée avant que tous les patients ne soient décédés. Cela signifie que nous ne connaitrons pas
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les temps de survie des patients qui ont vécu au-dela de la date de fin de I’étude. Un autre soucis est
qu’au cours du temps, des patients pourraient mourir d’une autre cause que le cancer. Et 1a encore,
les données nous indiquant combien de temps ils auraient survécu avant de mourir “du cancer”
sont manquantes. Enfin, des patients pourraient abandonner (pour des raisons sans rapport avec
I’étude, ou pas). Et a nouveau, leurs durées de survie seraient a nouveau des données manquantes.
Lié a cet exemple, on peut revenir sur un autre exemple important : pourquoi plus de personnes
meurent de maladies liées a la maladie d’Alzheimer que par le passé? une réponse peut sembler
paradoxale : elle découle des progrés de la science médicale. Grace aux progrés de la médecine,
des personnes qui seraient mortes jeunes survivent aujourd’hui suffisamment longtemps pour étre
vulnérables a des maladies potentiellement longues, comme la maladie d’Alzheimer. Cela souléve
toutes sortes de questions intéressantes, notamment sur les conséquences de I'allongement de la
vie.

Un autre exemple plus complexe est lié a la définition des variables : la variable observée est-elle
réellement la grandeur qu’on cherche a quantifier ? Un exemple assez classique est celui de la durée
moyenne de détention d'une action A7) y a plus de dix ans, Creswell 2010 affirmait que la durée
moyenne était de 11 secondes, alors que Zweig 2010 évoquait une durée moyenne de 17 mois.
Aussi surprenant que cela puisse paraitre, les deux avaient probablement raison, la différence était
la maniére dont cette durée moyenne est calculée (et définie). En effet, considérons une action (A)
achetée en 2020, et revendue 3 ans plus tard, alors que pendant la méme période, une action
(B) a changé de main toutes les 5 secondes (et donc a été vendue et achetée n = 18 millions de
fois). La durée moyenne de possession calculée sur les deux titres donne une durée moyenne y de
I'ordre de 18 mois (la moyenne entre 3 ans et 5 secondes), alors que si la moyenne est calculée
sur I’ensemble des n + 1 transactions, on obtient
n X 5 secondes + 3 ans

Y= | =~ 10 secondes.

Cet exemple peut facilement se généraliser, par exemple sur la durée moyenne d’occupation d’une
chambre d’hopital, ou des longueurs moyennes de trajets automobiles. On le voit, la maniére dont
sont calculées les différentes grandeurs n’est pas neutre, loin de la.

Parmi les autres biais classiques, on peut mentionner les erreurs dans les données qui sont
souvent importantes. Comme le rappelait, Klein 1997 il existe des preuves solides que les éléments
stockés dans les bases de données organisationnelles présentent un taux d’erreurs significatif. Si
elles ne sont pas détectées lors de I'utilisation, les erreurs dans les données peuvent affecter de
maniére significative les résultats de I'entreprise. Comme I'affirmait le statisticien William Kruskal,
“a reasonably perceptive person, with some common sense and a head for figures, can sit down
with almost any structured and substantial data set or statistical compilation and find strange-
looking numbers in less than an hour”. Ainsi, un rapport sur les prix des médicaments publié dans
le Times (Londres) du 26 mai 2018 mentionne la pharmacie du Shropshire, au Royaume-Uni, qui a
été payée 6,030 £ pour un médicament qui aurait d0 colter 60.30 £, et une autre de Greenwich,
au Royaume-Uni, qui a été payée 7,450 £ pour des analgésiques coltant 74.50 £, selon Kenber
et al. 2018, cité par Hand 2020.

47. Au sens financier du terme, autrement dit le titre de propriété d’une société de capitaux
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Chapitre 4

Equité et modeéles prédictifs

Dans un probléme de classification, a partir des données prédictives x, on va utiliser un modéle
d’apprentissage (ou une régression logistique) pour calculer un score s(x) qui sera utilisé pour
prédire un résultat binaire y € {0, 1}. L'affectation aux classes pour y se fera en fonction de
I'interprétation de y et s,

— en risque de crédit, y désigne un défaut de remboursement d’un crédit (y = 1 en cas de
défaut), et souvent le “score de crédit” (au sens FICO 48) sera d’autant plus élevé que le risque
sera faible. Autrement dit s et y (et 7) évoluent en sens inverse : avec cette interprétation du
score, y = 1(s(x) < seuil),

— en assurance-déces, y désigne un décés (y = 1 en cas de déces) et le score s sera la
probabilité de décéder. Autrement dit s et y (et ) évoluent dans le méme sens : avec cette
interprétation du score, i = 1(s(x) > seuil),

Pour un probléme de régression, on va prédire y € R a partir d’'un modéle m(x), et on posera
Y= m(x). La subtilité, dans le probléme de classification, est le passage intermédiaire par ce score
s (qui ne sera pas a valeurs dans {0, 1} - comme y - mais dans [0, 1] ou dans R). On supposera enfin
qu’il existe un attribut protégé p (nous considérons ici qu’il est binaire, avec p € {0, 1}).

4.1 Complément sur les classifieurs

Comme nous I'avons évoqué, la classification binaire (lorsque y € {0,1}) est un peu particuliére
de part la construction intermédiaire d’un score s, avant de construire le classifieur y stricto sensu
(y € {0,1}). Par analogie avec les régressions logistique ou probit, dans toute la suite, le score s
sera une fonction X — [0,1], ou X C R*, et avec, par exemple *°

exp[z ' ] T
— W[CCT,B] ous(z) =o(x 03),

respectivement pour le modéle logistique et le modéle probit. La Figure 4.1 reprend schématique-
ment I'analyse d’un classifieur (linéaire), avec la matrice de confusion, qui va servir de base pour

48. Evoqué dans la section 2.3.8, voir aussi https://www.fico.com/en/products/fico-score
49. Certains ouvrages définissent le score comme scTﬂ, qui est a valeurs dans R. Le score que I'on définit est une
fonction croissante de cette combinaison linéaire.
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Figure 4.1 - Construction de la matrice de confusion pour un classifieur, § = 1(x; + 25 > t), ol les
points bleus e représentent des points y = 0 et les points rouges e représentent des points y = 1. La
zone bleue correspond aux prédictions ¢ = 0 et la zone rouge aux prédictions 3y = 1. Les points rouges
en zone bleue, et les points bleus en zone rouge sont des mauvais classifications, correspondant a
des erreurs, respectivement des “ faux négatifs” et des “faux positifs”.

construire la courbe ROC,
(P[S > t]Y = O], P[S > t|Y = 1])tepo,1],
ol S = s(X), soit, en notant Y = 1(S > t) pour un seuil ¢,
(P[Y = 1]Y = 0],P[Y = 1]Y = 1]) = (FPR, TPR),

qui est la courbe des taux de vrais positifs (TPR, “true positive rate”) en fonction des taux de faux
positifs (FPR, “false positive rate”) quand le seuil t varie. Dans I'exemple de la Figure 4.1, le taux de
faux positifs (FPR) est de 2 sur 7 (sur les 7 points bleus e, 2 points sont mal classés, et annoncés
positifs), soit 28.57 %; le taux de vrais positifs (TPR) est de 5 sur 6 (sur les 6 points rouges e, 1
point est mal classé et annoncé négatif), soit 83.33 %.

Sur la Figure 4.3, on peut visualiser un score de crédit (conformément a I'approche en économétrie,
en statistique et en apprentissage machine, un score s faible désigne un bon risque, et donc
moins de chance d’avoir un défaut). On peut visualiser a gauche les distributions du score,
conditionnellement a y, avec respectivement en pointillés la densité de S quand y = 1 et en trait
plein, celle de S quand y = 0. Supposons que le seuil permettant de changer de classe soit a 60 %,
de telle sorte que y = 1 si s > 60 %. On peut observer sur la gauche que

P[S > 60 %|Y = 1] = P[Y = 1|Y = 1] ~ 66.3 % taux de vrai positifs
P[S > 60 %|Y = 0] = P[Y = 1|Y = 0] ~ 9.6 % taux de faux positifs,

(car 7 = 1 correspondant & un “positif”). La courbe ROC est la courbe obtenue en représentant les
taux de vrais positifs en fonction de taux de faux positifs, en changeant le seuil. C’est donc la courbe
paramétrique

C ={P[S >t|]Y =0],P[S > t|]Y = 1]}, pourt € [0,1],

100



lorsque le score S et Y évoluent dans le méme sens (un score élevé indique un risque élevé).
On définira I'enveloppe convexe C, comme dans Hardt et al. 2016. L’enveloppe convexe est
intéressante car elle permet de décrire I'ensemble des classifieurs qui peuvent étre construits a
partir du score s. A gauche de la Figure 4.2, on peut voir I'enveloppe convexe C de la courbe ROC de
I’'exemple de la Figure 4.7. C est ici un quadrilatére, les bords étant constitués de quatre segments.
Par exemple le segment [AB] est obtenu en utilisant le classifieur s, mais en tirant le seuil au hasard :
soit le seuil associé au point A, soit le seuil associé au point B.

Pour la partie droite de la Figure 4.2, rappelons que I'accuracy (notée a) associée a une courbe ROC
est la proportion de bonne prédiction, P[Y" = Y7, soit

_TP+TN _TPR-TPR+ (1 —FPR)-N
“TPFN T PN '

Les courbes d’iso-performance (ou “iso-accuracy”) ont pour équation

a-[P+N]-N

N
TPR = 5 - FPR + 5 :

qui est linéaire en FPR : ce sont des droites (paralléles) de pente N/P, correspondant au ratio
PlY = 0]/P[Y = 1]. La courbe ayant I'accuracy la plus élevée sera la plus haute, et elle est
“tangente” a la courbe ROC en B.
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Figure 4.2 - A gauche, courbe ROC C' et son enveloppe convexe C. A droite, précision optimale & partir
de ratio N/P.

On peut également construire les courbes ROC p-conditionnelles,

C

»(t) ={P[S>t|]Y =0,P=p|,P[S>t|]Y =1,P=pl|}, pourt € [0,1],

pour les deux classes p = 0 (les points bleus e) et p = 1 (les points rouges e), ainsi que leur
enveloppe convexe C, (comme sur la Figure 4.4).

Notons qu’on peut aussi écrire C'(t) = TPR o FPR_l(t), ol FRP(t) = P[S > t|Y = 0] et TPR(t) =
P[S > t|Y = 1]. Autrement dit, la courbe ROC est la différence entre deux distributions, FPR et TPR.
Pour la courbe ROC p-conditionnelles, Cy,(t) = TPR, 0 FPR;I(t), OUFRP(t) =P[S > t|Y =0, P = p]
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Figure 4.3 - Distributions du score S conditionnellesa y = 1 eta y = 0, a gauche, et courbe ROC,
a droite, pour un score de (risque de) crédit s, y = 1 désignant un incident. Les aires a gauche et le
point a droite sur la courbe ROC correspondent a un seuil ¢ de 60 %.

et TPR(t) = P[S > t|Y = 1, P = pl. Notons que le AUC, l'aire sous la courbe, s’écrit alors

1 1
AUC = J C(t)dt = J TPR o FPR™ ' (t)dt.
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Figure 4.4 - Courbes ROC C,, a gauche, et I'enveloppe convexe a droite C,, pour p = 0 et

Dans ce chapitre, lorsque I'on s’intéressera a un probléme de classification, avec une variable
binaire y € {0, 1}, on conditionnera également par la variable protégée p.

Si y est a valeurs dans ) (correspondant & {0, 1} pour un classifieur, N pour un comptage, R pour
un probléme de régression), on définit une fonction de perte comme étant une fonction définie sur
Y x Y, avaleurs réelles, telle que £(y,y') = 0 et £(y, y) = 0. Ainsi, le risque d’un prédicteur m est

R(m) = E[£ (Y, m(X))],
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Figure 4.5 - Distributions conditionnellesde S|Y = 1, P = 0et S|Y = 0, P = 0, a gauche (population
supposée favorisée), et distributions conditionnelles de S|Y = 1,P =1 et S|Y =0, P = 1, a droite
(population supposée ).

En régression, par exemple on travaille généralement avec une fonction de co(t quadratique,
Uy, y') =(y— y')Q, et on obtient alors la fonction de risque

)

R(m) = E[(Y - m(X))’]

appelée risque quadratique. Et comme la distribution exacte de Y n’est pas connue, il n’est donc
pas possible de calculer la fonction de risque. On construit la fonction de risque empirique

Ralm) = 3 Y € (ym(z)).

=1

ol {mi,yi}izl,...’n est un échantillon aléatoire (on parlera de “in-sample risk”). Dans un contexte
de régression, on travaille généralement avec I'erreur quadratique moyenne (ou “mean squared
error”, MSE), donnée par

1« 2
EQM,, = MSE, = = % (y; — m(z;))”.
=1
Dans le contexte d’un classifieur, ) = {0, 1}, le classifieur de Bayes est

y = argmax{P(Y = y| X = )} noté m” (x).
yey

Notons que

—

PY#Y)=E[PY +Y|X)]=1- E[maxP(Y = y| X))

. . . , , e 50
Le risque de (mauvaise) classification (ou taux d’erreur) d’un classifieur = m est

R(m) =P[m(X) # Y],

50. Avec les notations précédentes, m(x) = 1(s(x) > t).
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et le risque empirique associé de m s’écrit

- 1 &
R(m) = = ) 1(m(x;) # y,),
=1
qui est minimisé pour le classifieur de Bayes m”,
* 1 PX =z|Y =1] P[Y =0]
=1EY|X=z|=z5)=1 >

(on retrouvera le ratio N/P a droite).

4.2 Le critere d’aveuglement

La notion de discrimination étant étroitement liée a une indépendance entre la variable protégée p
et la variable d’intérét y (ou le score s). Rappelons que I'indépendance entre deux variables X et
Y s’écrit

PY =y|X =2)=P(Y =y) Vz, Yy, siy € {0,1}

Y1 X <
P(Y <y|X =2)=PY <y) Vz, Yy, siy €R,

et I'indépendance entre deux variables X et Y conditionnellement a une troisieme Z s’écrit

PY=ylX=x,Z=2)=P(Y =ylZ=2)V v iy € 1
YU X|Z e Y=ylX=2,Z2=2)=PY =y|Z=2) Vz,z, v, iy {0,1}
PY<ylX=2,Z=2)=PY <y|Z=2)Vx,z Yy, siyeR
Une conséquence (¢a ne serait équivalent que dans le cas d’une variable y binaire), sera
respectivement

E[Y|X =z] =E[Y], ouE[Y|X =2,7Z = 2] =E[Y|Z = 2], Vx, 2.

Dans la littérature sur les discriminations, on note soit p (pour variable protégée), s (pour variable
sensible), voire a (pour attribut protégé). Dans la littérature sur I'inférence causale, on utilisera ¢
(pour traitement). Nous utiliserons ici la notation p pour la variable protégée, s sera utilisée pour
le score, permettant de classer. Nous ferons référence a p = 0 comme la population (supposée)
favorisée, et p = 1 comme la population défavorisée.

L’approche la plus populaire pour avoir un classifieur équitable consiste a interdire I'utilisation d’'une
variable protégée dans un modéle prédictif. Cette approche est appelée “équité par ignorance”.

Equité par ignorance - Fairness Through Unawareness (Kusner et al. 2017)}

On parlera d’équité par ignorance si I'attribut protégé p n’est pas explicitement utilisé dans la fonction de décision
¥, ¢’est-a-dire si I'attribut protégé p n’est utilisé ni dans la construction du score s, ni dans le choix du niveau du
seuil, permettant de passer de s a y.

On suppose ici que le choix du seuil ne dépend pas du critére protégé p, comme sur la Figure 4.6.
Dans ce cas, pour la population favorisée (courbe rouge a gauche, p = 0), davantage de personnes
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Figure 4.6 - Distributions de s conditionnelle a y = 1,p = 0 et s conditionnellea y = 0,p = 0
a gauche (population supposée favorisée), et distributions de s conditionnelle a y = 1,p = l et s
conditionnelle a y = 0,p = 1, a droite (population supposée ). Le seuil permettant de
passerde y = 0ay = 1 est fixé a 60 %.

dans cette sous-population ont un score (et donc un risque) plus faible que pour la population
défavorisée (courbe a droite, p = 1).

Supprimer une variable protégée de la base d’apprentissage pourrait sembler étre un pas en avant.
Cependant, certaines des variables prédictives, non-protégées, peuvent en fait étre (trés) corrélées
avec la variable protégée, ce qui permet a la discrimination de se poursuivre. On pourrait poursuivre,
et éliminer également toutes les variables fortement corrélées. Mais cela a un prix, car chaque
suppression d’une variable supprime également des informations précieuses pour la tache de
prédiction.

Gajane et Pechenizkiy 2017, Zliobaité 2017 Verma et Rubin 2018, ou Friedler, Scheidegger,
Venkatasubramanian et al. 2019 ont recensé plusieurs concepts d’équité algorithmique. La plupart
des définitions de I'’équité sont basées sur I'équité de groupe qui traite de I'équité statistique
dans I'ensemble de la population. En complément, I'’équité individuelle stipule que des individus
similaires doivent étre traités de maniére similaire, indépendamment de leur appartenance a un
groupe. Dans cette section, nous nous concentrerons principalement sur I’équité de groupe, dont
les trois définitions sont les suivantes : (i) la parité démographique, (ii) I'égalité des chances et
(iii) I’'égalité des opportunités. Nous allons maintenant les examiner 'une aprés l'autre, avant
de proposer quelques extensions, inspirées de Zliobaité 2017 (qui mentionne une vingtaine de
mesures) et Gajane et Pechenizkiy 2017 (qui considérent sept grandes approches).

4.3 Equité au niveau du groupe

Pour illustrer, considérons un jeu de données fictif, comme celui de Kearns et Roth 2019 (dans
leur exemple, il existe deux types d’individus, les cercles et les carrés, comme dans Ruillier 2004),
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comme sur la Figure 4.7. Dans notre cas, on considére des individus bleus e et des individus
rouges e, ce qui sera notre variable protégée p. On dispose aussi d’'une variable d’intérét y, binaire
(y € {0,1}), ainsi que d’un ensemble de variable x € X qui ont permis de construire un score
s(z) € [0,1]. Sur la Figure 4.7, au niveau s(x;) € [0, 1], on observe un point bleu e ou rouge e
suivant la valeur de p;, ainsi que y; € {0, 1}.

0 1

0 010110010/21000111101111

seuil

Figure 4.7 - Un score s(x) € [0,1], une variable protégée p € {e,e}, et une variable d'intérét
y € {0,1} (inspiré de Kearns et Roth 2019).

4.3.1 Parité démographique

Comme le soulignent Caton et Haas 2020, il existe plusieurs maniéres de définir (formellement)
I’équité d’un classifieur, ou d’un modéle. Par exemple, on peut souhaiter I'indépendance entre le
score et I'appartenance a un groupe, S = s(X) 1L P, ou entre la prédiction et la variable protégé
Y 1l P.

f—[ Equité démographique - Demographic Parity (Corbett-Davies et al. 2017, Agarwal 2021)} o

Une fonction de décision ¥ satisfait a la parité démographique si Y 1L P, soit
P[Y =y|P=0]=P[Y =y|P =1], Vy € {0,1},

ou
P[Y <y|P=0=P[Y <y|P=1], Vy eR.

Une implication sera _ _
E[Y|P =0]=E[Y|P =1].

La derniére caractérisation est équivalente aux deux autres si y et y prennent deux valeurs. Dans
le cas ou y est continue, la seconde propriété correspond a une notion d’équité démographique
“forte” alors que la derniére correspond a une notion d’équité démographique “faible” (la seconde
impliquant la troisieme, mais pas l'inverse).

Cette équité démographique, aussi appelée “parité statistique”, impose simplement que la fraction
des demandeurs bleus qui se voient accorder un crédit soit approximativement la méme que la
fraction des demandeurs rouge qui se voient accorder un crédit. Par symétrie, les proportions de
rejet doivent étre identique. En utilisant un méme seuil sur le score, pour accorder un crédit, comme
sur la Figure 4.7, on voit que la parité statistique n’est pas atteinte :

_ 2 12
P[Y = 1|P = ] = P[S > seuil| P = o] = £ = 26 % et P[S > seuil| P = o] = 15 = T6 %,

de telle sorte que
PY =1|P=e]#P[Y =1|P = e].
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La parité statistique est certainement une forme d’équité, mais elle est généralement faible et
imparfaite. Et comme le montre la partie gauche de la Figure 4.8, elle n’a rien a voir avec la qualité
du modéle prédictif.
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Figure 4.8 - Courbe ROC sur les données de I'exemple de la Figure 4.7, avec a droite deux niveaux
pour le seuil, respectivement le seuil “équitable” (Figure 4.9) et “optimal” (Figure 4.11).

Supposons que

1 3
PlY =1|P = o] =71 =26%etP[Y = 1|P = o] =1 =76 %,
et que la loi de Y dépende seulement de P. Dans ce cas, imposer la parité statistique revient a
choisir un mauvais modele, car le modéle parfait donnerait

— 1 — 3
PY =1|P =e] = 1 =26%etP[Y =1|P =e| = 1 =76 %.
Sur la Figure 4.9, on peut voir le seuil “optimal”, au sens du pouvoir prédictif maximal, minimisant
le taux d’erreur commise, visible sur la Figure 4.10, a gauche.

0 010110010212 1000/111101111

seuil
optimal

Figure 4.9 - p € {o, e}, y € {0, 1}, via Kearns et Roth 2019.

Sur la Figure 4.11, on peut voir le seuil “équitable” (ou au moins “plus équitable”), au sens ol

5 IE’IS > s|P = ¢]/P[S > s|P = e] est aussi grand que possible (autrement dit }P’[? =1|P =
¢]/P[Y = 1| P = o] est aussi grand que possible).

Pour résumer, minimiser le taux d’erreur (et donc augmenter la précision) et maximiser I'équité,
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Figure 4.10 - Taux de faux positifs et de faux négatifs, a gauche, et évolution du ratio
PlY = 1|P = 0]/P[Y = 1|P = 1], en fonction du niveau du seuil utilisé.
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Figure 4.11 - Choix d’un seuil d’équité “équitable”, via Kearns et Roth 2019.

sont souvent deux objectifs inconciliables.

— = 6+1 PY =1|P=s¢ 0
seuil optimal CPY #Y) = ——=29.1T% et — =5-=0%
24 P[Z:HP:'} 24
— 4+4 PlY =1|P = 2-16
seuil “équitable” : P[Y # Y] = % = 33.33 % et [A | d = 1= 33.33 %
2 PY =1|P =9 12-

Nous reviendrons par la suite sur le compromis qui existera bien souvent entre I'équité des modéles,
et leur précision (ou leur pouvoir prédictif), et la frontiére d’efficience associée.

Un autre défaut de cette approche est que I'indépendance souhaitée, entre la variable protégée
p et la prédiction 7, ne tient pas compte du fait que le résultat y peut étre corrélé avec la
variable sensible p. Autrement dit, si les groupes induits par p ont des distributions sous-jacentes
différentes pour y, le fait de ne pas tenir compte de ces dépendances peut conduire a des
résultats qui seraient considérés comme équitables, mais pas pour les groupes eux-mémes. Assez
naturellement, une extension de la propriété d’'indépendance est le critére de “séparation” qui
demande I'indépendance entre la prédiction 7 et la variable sensible P, conditionnellement a la
valeur de la variable cible y, soit Y 1L P conditionnementa Y.
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Cette approche peut revenir a choisir des seuils différents, avec un seuil plus bas pour les individus
bleus e que pour les individus rouges e, comme sur la Figure 4.12. En I'occurrence,

P[Y = 1|P = o] = P[S > seuil,|P = o] =50 % = P[Y = 1|P = o] = P[S > seuil,|P = ].

0

0 010/(1100212021210001|21101111
seuil. seuil.
Figure 4.12 - p € {o, 0}, y € {0, 1}, via Kearns et Roth 2019.

Sur la Figure 4.13, on peut visualiser le taux de faux positifs dans chacune des classes, en fonction
du seuil, a gauche, et le taux de vrais positifs a droite. Ce dernier cas est appelé “égalité des
opportunités” par Hardt et al. 2016.
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Figure 4.13 - Taux de faux positifs, a gauche, et taux de vrais positifs, a droite.

La parité démographique (ou parité statistique) suggére qu’un prédicteur est sans biais si la
prédiction 7 est indépendante de I'attribut protégé p,

Y1iPr
de sorte que
PY=1P=0)=PY =1|P=1)=PY =1), siye{0,1}
PY<y|P=0)=P(Y <~|P=1)=P(Y <), Vv, siyeR

On parlera aussi de “group fairness”. Notons que dans le premier cas, la condition est équivalente
a avoir
EY|P=0)=EY|P=1)=E(Y)
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mais pas dans le second, quand y est continue. Cette derniére sera vraie, mais elle ne sera pas
suffisante. Ici, la méme proportion de chaque population est classée comme positive. Cependant,
cela peut entrainer des taux de faux positifs et de vrais positifs différents si le vrai résultat y varie
effectivement avec I'attribut protégé p.

Une alternative a I’hypothése d’'indépendance Y 1l P estde demander a ce que Y et P aient une
une information mutuelle nulle,

IMY,P)=EY)+EP)-£Y,P)=0,
ou & désigne I'entropie, soit

IM(Y,P) =) P(j,p)log P@f ) :
ip P(y)

Sur notre exemple illustratif, on a une situation équitable (au sens démographique) si on a choisi
le seuil de maniére a ce que la méme proportion de chaque groupe soit classée comme y = 0 (ou
y = 1), et recoive un prét, comme sur la Figure 4.14. Par exemple, si on veut maintenir un seuil
a 60 % pour la population favorisée (courbe rouge a gauche, p = 0), on doit Iégérement baisser
le seuil pour la population défavorisée (courbe a droite, p = 1), avec ici un seuil légerement
inférieur & 50 %. Autrement dit, avec un tel choix P(Y = 1|P = 1) = P(Y = 1|P = 0).

Cette méthode présente un inconvénient : les taux de vrais et de faux positifs peuvent étre
complétement différents dans les deux sous-populations.

4.3.2 Egalité des opportunités et des chances

L’égalité des chances et I'égalité des opportunités ne représentent pas tant une mesure d’équité
gu’une définition potentielle de I'équité. L’égalité des chances est atteinte lorsque la variable cible
prédite d’'un modéle y et le label d’une catégorie protégée p sont statistiquement indépendants
I'un de I'autre, conditionnellement a la valeur réelle de la variable cible y. Dans une tache de
classification binaire, cela peut étre simplifié en exigeant que les taux de vrais positifs et les taux
de faux positifs soient égaux entre les groupes, ou les groupes sont déterminés par la catégorie
protégée. Un critére d’équité Iégérement moins exigeant est I’égalité des chances, dans lequel seule
la probabilité du vrai positif est égalisée entre les différents groupes d’une catégorie protégée.

Formellement, on a les définitions suivantes, ou on demande la parité des faux ou des vrais positifs
(Figures 4.14 et 4.15 respectivement).

Egalité des opportunités, Equal Opportunity (Hardt et al. 2016)}

On parlera d’égalité des opportunités, ou parité des vrais positifs, si

P[Y =1|P=0,Y =1]=PY =1|P=1,Y =1].

Egalité des faux positifs, Equalized Opportunity (Hardt et al. 2016)}

On parlera d’égalité des faux positifs si

PY=1|P=0,Y =0|=PY =1|P=1,Y =0].
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Figure 4.14 - Distributions de s conditionnelle a y = 1,p = 0 et de s conditionnellea y = 0,p = 0,
a gauche (population supposée favorisée), et distributions de s conditionnelle a y = 1,p = 1 et
conditionnelle a y = 0, p = 1, a droite (population supposée défavorisée), avec IP’(? =1|P=1Y =
0) =P(Y =1|P =0,Y = 0) (ici de I'ordre de 9.6 % de faux positifs).
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Figure 4.15 - Distributions de s conditionnelleay =1,p =0etay = 0,p = 0, a gauche (population
supposée favorisée), et distributions de s conditionnelleay = 1,p = letay = 0,p = 1, a droite
(population supposée défavorisée), avec ]P’(? =1P=1Y =1) = ]P(? =1|P =0,Y = 1) (ici de
I'ordre de 66.3 % de vrais positifs).
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,—[ Egalité des chances, Equalized Odds (Hardt et al. 2016) } .

La parité des faux positifs et des vrais positifs est appelée égalité des chances,
PY=1|P=0,Y =1]=PY =1|P=1,Y =1]
P[Y =1|P=0,Y =0 =P[Y =1|P=1,Y = 0]

ou
PY =1|P=0,Y =y]|=P[Y =1|P=1,Y =], Vy € {0,1}

autrement dit, Y 1L P conditionnellementa Y.

Equité d’AUC (Borkan et al. 2019) } .

On aura une équité d’AUC si AUC; = AUC,, ou AUC,, est I'AUC pour le groupe p.

On retrouve une idée proche chez Beutel, Chen, Doshi et al. 2019. Le soucis de I'AUC est qu’on
peut avoir des AUC identiques, mais des courbes ROC sous-jacentes trés différentes. Aussi, il peut
étre intéressant de considérer une notion d’équité basée sur les courbes ROC. Pour rappel, nous
avions défini la courbe ROC comme C(s) = TPR o FPR_l(s), ol FRP(t) = P[S > t|Y = 0] et
TPR(t) =P[S > t|Y =1].

Equité de courbes ROC (Vogel et al. 2021) }

Soient FRP,(t) = P[S > t|Y = 0,P = p| et TPR,(t) = P[S > t|Y = 1,P = p|. Posons Arpg(s) =
TPR; o TPRal(s) —set Aprp(s) = FPR; o FPRal(s) — 5. On aura une équité de courbes ROC si ||Arp gl
||AFPR”0<> =0.

Une hypothése (implicite) faite ici est que la classe O (ou e dans notre illustration) dans I'attribut
protégé P représente un groupe socialement protégé, c’est-a-dire un groupe minoritaire qui fait
I'objet de discriminations), de telle sorte que I'impact disparate est défini par des résultats positifs
(c’est-a-dire des résultats souhaitables).

L'égalité des chances est satisfaite si la prédiction Y est conditionnellement indépendante de
I'attribut protégé P, étant donné la valeur réelle Y,

Vy: Y1 P|Y =y,
soit

classifieur :P(Y =1|P=0,Y =¢) =P(Y =1|P=1,Y =¢) =P(Y = 1|Y =), Vy € {0,1}
régression :P(Y < y|p=0,Y =9) =P(Y <4lp=1,Y =¢) =P(7 < v]y), Yy Vy e R

La encore, dans le premier cas, la condition est équivalente a avoir
E(ylp=0,Y =y) =E(ylp=1,Y =y) =E(y|Y =y), Yy € {0, 1},

mais pas dans le second, quand y est continue. Cette derniére sera vraie, mais elle ne sera pas
suffisante. Cela signifie que le taux de vrais positifs et le taux de faux positifs seront les mémes
pour chaque population; chaque type d’erreur est apparié entre chaque groupe.
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Dans notre illustration, I'égalité des chances est impossible a atteindre. En effet, cette définition de
I’équité propose que les taux de faux positifs et de vrais positifs soient les mémes pour les deux
populations. Cela peut sembler raisonnable, mais, dans I'exemple illustratif, c’est impossible car les
deux courbes ROC ne se croisent pas. Notons que si les courbes se croisaient, cela pourrait imposer
des choix de seuils qui ne seraient pas intéressants, en pratique (avec des taux d’acceptation
potentiellement beaucoup trop faibles, ou trop élevés).

L’égalité des opportunités, définie par Hardt et al. 2016, a la méme formulation mathématique que
I’égalité des chances, pour un classifieur, mais elle se concentre sur une étiquette particuliere,

Jy: Y UL P|Y =uy.

Classiquement, on se concentrera sur le label 1 de la vraie valeur y, pour définir I'égalité des
opportunités, de sorte que

PY=0]Y=1,P=p)=PY =0]Y =1), Vpe{0,1},

ce qui revient a comparer les taux de faux négatifs. Dans ce cas, nous voulons que le taux de vrais
positifs P(Y = 1|Y = 1) soit le méme pour chaque population sans tenir compte des erreurs
lorsque y = 0. En effet, cela signifie que la méme proportion de chaque population regoit le “bon”

résultaty = 1.

La déviation de I'égalité des chances est mesurée par la différence d’égalité des chances :
EOD=PY =1y =1,P=1)-PY =1|Y =1,P =0).

Comme on a ici une variable y binaire, la condition sur la probabilité de 4 sera ici équivalente a la
condition sur I'espérance

EY|Y =1,P=p)=EY]|Y =1), Vpe {0,1}.

Dans notre illustration, I'égalité des opprtunités revient a trouver des niveaux équivalents de taux
de vrais positifs sur les courbes ROC.

Comme on peut le visualiser a droite de la Figure 4.16, les seuils sont choisis de facon a ce que le
taux de vrais positifs soit le méme pour les deux populations. Autrement dit, on doit avoir la méme
proportion qui se voit proposer un crédit, dans chacun des groupes (favorisé et défavorisé). Par
exemple ici, on garde le seuil de 60 % sur le score pour la population favorisée (correspond a un
taux de vrais positifs de I'ordre de 63 %), et on doit utiliser un seuil de I'ordre de 70 % sur le score
pour la population défavorisée (correspond |a aussi a un taux de vrais positifs de I'ordre de 63 %).

4.3.3 Parité démographique conditionnelle

Toute la discussion que nous venons d’avoir peut étre étendue en conditionnant également par les
variables explicatives (ou un sous-ensemble d’entre elles).
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Figure 4.16 - Courbes ROC pour les deux sous-populations, celle supposée favorisée (ou p = 1)
et celle supposée (oup = 0). A gauche, les deux points correspondent a un seuil de
60 %, identique pour les deux populations (stratégie d’aveuglement au critére protégé). A droite, le
cas d’égalité d’opportunité, ou le seuil pour la population défavorisée est la seuil induit par e, choisi
de maniére a avoir le méme taux de vrais positifs que sur la population favorisée e.

,—[ Parité démographique conditionnelle (Corbett-Davies et al. 2017) } \

On aura une parité démographique conditionnelle si (au choix)
PY =y|X,=a,P=0=P[Y =y|X, =«, P =1], Vy € {0,1}
PY <y|X,=2,P=0]=P[Y <y|X,=x,P=1], VyeR
EY|X,=2,P=0=E[Y|X, =z, P=1],

ou L désigne un sous-ensemble “Iégitime” de covariables non-protégées.

\ 7

4.3.4 Equilibre des classes

Au lieu de prédire la valeur de y (conditionnellement a y et p), Kleinberg, Mullainathan et Raghavan
2016 avaient suggéré de prédire la valeur moyenne de s(x),

,—[ Equilibre des classes - Balance Class (Kleinberg, Mullainathan et Raghavan 2016) } \

On aura un équilibre des classes au sens faible si
EIS(X)|Y =y, P =0 =E[S(X)|Y =y, P =1], Vy €{0,1},

ou au sens fort si

PS(X)=<slYy =1,P=0]=P[S(X)=<s|Y =1,P=1], Vs€[0,1], Vy € {0,1}.
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4.3.5 Egalité de traitement

Egalité de traitement : (Berk, Heidari et al. 2021) } \

On a un égalité de traitement, le taux des faux positifs et des faux négatifs sont identiques dans les groupes
protégés,

PY =1|P=0,Y = 0] _ PY =1|P=1,Y =0

PY =0|P=0,Y=1] PY=0P=1Y=1]

Berk, Heidari et al. 2021 utilisent le terme de traitement en lien avec I'inférence causale dont nous
parlerons ensuite. Si le classifieur produit plus de faux négatifs que de faux positifs pour le groupe
supposé privilégié, cela signifie que plus d’individus défavorisés recoivent un résultat favorable que
I'inverse.

Une version un peu différente avait été proposée par Jung et al. 2020,

Egalité des désincitations - Equalizing Disincentives (Jung et al. 2020) }

La différence entre le taux de vrais positifs et le taux de faux positifs doit étre identique dans les groupes protégés,

PY =1|P=0,Y =1]-P[Y =1|P=0,Y =0|=P[Y =1|P=1,Y =1]-P[Y =1|P=1,Y =0].

4.3.6 La calibration

2w

Un troisiéme critére couramment utilisé est parfois appelé “suffisance”, qui requiert 'indépendance
entre la cible Y et de la variable sensible P, conditionnellement a un score donné s(X) ou a
une prévision donnée, }7, introduit par Sokolova et al. 2006, et repris plus tard par Kleinberg,
Mullainathan et Raghavan 2016 et Zafar et al. 2017.

Parité de calibration, accuracy parity : (Kleinberg, Mullainathan et Raghavan 2016, Zafar et al. 2017)

On a parité de calibration si

PlY = 1|s(X) =t,P = 0] = P[Y = 1|s(X) =t,P = 1], Vt.

On peut aller plus loin en demandant un peu plus, en demandant non seulement la parité, mais
aussi une bonne calibration :

Bonne calibration (Kleinberg, Lakkaraju et al. 2017) }

On a une équité de bonne calibration si

PlY =1|s(X)=t,P=0]=P[Y =1|s(X)=t,P=1] =t, Vt.

Dans la plupart des définitions que nous avions vues, hous nous intéressions a ¢, mais il est aussi
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possible d’utiliser le score s. On peut ainsi définir S = s(X) et viser comme objectif
Y1 P|S,
de sorte que
PY=1S=tp=0)=PY =1|S=t,p=1)=PY =1|S=t), Vt € [0,1].

Or quand nous avions défini le biais, nous avions noté qu’'un modéle était sans biais local (bien
calibré) si E[Yl? = y] est égale a y pour un modéle de régression, et P[Y = 1|5 = t] = ¢ pour un
classifieur. Autrement dit, la condition de “bonne” calibration rajoute une condition dans I'écriture
précédente,

PY =1|S=t,p=0)=P(Y =1|S=t,p=1)=P(Y =1|S=1t)=t, YVt € [0,1],

comme I'ont défini Verma et Rubin 2018.

Parité prédictive (1) - outcome test (Chouldechova 2017)}

On a une parité prédictive si

Notons que si y n’est pas un classifieur parfait (IP’[? # Y] > 0), et si les deux groupes ne sont pas
équilibrés (P[P = 0] # P[P = 1]), il est impossible d’avoir en méme temps la parité prédictive et
I’égalité des opportunités. Notons que

N TPR - P[P = p]
P TPR-P[P = p]+ FPR- (1 - P[P = p))

9y Vp e {07 1}7

de telle sorte que PPV, = PPV, implique que soit TPR, soit FPR est nul, et comme

(1-FPR)- (1 -P[P =1p])

NVo = TTPR) BIP = p] + (1 FPR) - (1 B[P = 7))

, Vp € {0,1},

de telle sorte que NPV, # NPVq, et la parité prédictive ne peut étre atteinte.

Poursuivant le formalisme de Chouldechova 2017, Barocas, Hardt et al. 2019 ont proposé une
extension de la parité prédictive

Parité prédictive (2) (Barocas, Hardt et al. 2019)}

1]  prédiction positive
=0] prédiction négative,

Finalement, notons que Kleinberg, Lakkaraju et al. 2017 ont introduit une notion d’équilibre par
classe (“balance for positive / negative class”).

E(S|Y =1,P=1) =E(S|Y =1, P = 0), équilibre pour la classe positive
E(S|Y =0,P =1)=E(S|Y =0, P = 0), équilibre pour la classe négative.
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4.3.7 Principe de non-reconstruction

Une derniére approche enfin peut étre inspirée de Kim 2017, pour qui, une autre facon de définir
si une classification est juste, ou pas, est de tester si on peut affirmer, a partir du résultat, si le
sujet était membre d’un groupe protégé ou non. En d’autres termes, si le résultat d’un individu
ne nous permet pas de prédire les attributs de cet individu mieux qu’en les devinant en I'absence
d’informations, nous pouvons dire que ce résultat a été attribué de maniére équitable.

Non-reconstruction de I'attribut protégé (Kim 2017)}

Si nous ne pouvons pas dire, a partir du résultat (x, s(x), y et 4), si le sujet était membre d’un groupe protégé ou
non, on parlera d’équité par non-reconstruction de I'attribut protégé

P[P =0|X,s(X),Y,Y] =P[P =1]|X,s(X),Y,Y]

4.3.8 Comparaison des critéres d’équité
Pour résumer, on peut considérer la Figure 4.17. La parité démographique se traduirait par
P(Y =1|P=p)=P(Y =1), Vp

soit encore TP + FP doit étre identique sur les deux groupes (p = 0 et p = 1). Ici, c’est le cas, car le
taux de positif vaut 50 % dans les deux groupes. Pour la notion d’égalité des chances, signifie

PY =1|P=0,Y =y)=PY =1y =1,Y =y) =P(Y = 1|Y =y), ¥y,

autrement dit les taux de faux positifs et de faux négatifs doivent étre identiques,

P FN
TN+ FP ° TP+ FN

C’estici le cas, car le taux de faux positifs vaut 50 %, que p vaille 0 ou 1 (avec 30/60 contre 20/40),
et le taux de faux négatifs vaut aussi 50 % dans les deux groupes. Pour la parité prédictive

doivent étre identiques sur les deux groupes.

P(Y=1P=0Y=y)=PY =1P=1Y =y)=P(Y =1]Y =y), Yy

autrement dit, les valeurs prédictives positives et négatives doivent étre identiques,

™ N
TP+ P TNFFN

Or ici les valeurs prédictives positives valent respectivement 60 % et 40 %, suivant la valeur de p
(30/50 et 20/50). Pour I'accuracy globale,

doivent étre identiques sur les deux groupes.

PY =Y|P=p)=PY =Y), Vp

soit encore TP + TN doit étre identique sur les deux groupes (p = 0 et p = 1). C’est ici le cas car le
taux d’observations bien classées vaut 50 %. Finalement, pour la notion d’égalité de traitement,

PY =Y|P=p)=PY =Y), Vp

soit encore FP/FN doit étre identique sur les deux groupes (p = 0 et p = 1). Or ici, les taux valent
respectivement 3/2 et 2/3, qui ne sont pas égaux.

On peut résumer les différentes notions d’équité dans le tableau 4.1.
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Figure 4.17 - Equité d’un classifieur & partir des matrices de confusion, sur les deux sous-populations,

p = 0a gauche et p = 1 a droite.

statistical parity Dwork et al. 2012 IP’[ =1|P =p|]=cst, Vp independence
conditional statistical parity =~ Corbett-Davies et al. 2017 IP)[? =1|P=p, X =z] =cst,, Vp,y yur
equalized odds Hardt et al. 2016 P[? =1|P=p,Y =y] =cst,, Vp,y separation
equalized opportunity Hardt et al. 2016 IP’[? =1|P=p Y =1] =cst, Vp
predictive equality Corbett-Davies et al. 2017 P[Y =1|P=p,Y =0] =cst, Vp YLP|Y
balance (positive) Kleinberg, Lakkaraju et al. 2017 E[S|P =p,Y = 1] =cst, Vp S P|Y
balance (negative) Kleinberg, Lakkaraju et al. 2017 E[S|P =p,Y =0] =cst, Vp
conditional accuracy equality Berk, Heidari et al. 2017 PlY = y|P = p, Y = y] = csty, Vp,y sufficiency
predictive parity Chouldechova 2017 PY =1|P = p,Y = 1] =cst, Vp
calibration Chouldechova 2017 PY =1|P =p,S = s] = cst,, Vp,s Yy1UP|Y
well-calibration Chouldechova 2017 PY =1|P=p,S=s]=s, Vp,s
accuracy equality Berk, Heidari et al. 2017 P[Y = Y|P =p] =cst, Vp
FN
treatment equality Berk, Heidari et al. 2017 F_Pp = cst,, Vp
p
Table 4.1 - Définitions de I’équité par groupes.

4.3.9 Relaxation et intervalles de confiance

Seuil exogéne et relaxation

Nous avions vu que I'équité démographique se traduit par I'égalité

P[Y =1|P =0 o P[Y =1|P =1]
P[Y =1|P =1] PY =1|P=0]

Si cette approche est intellectuellement intéressante, la réalité statistique fait qu’avoir une égalité
parfaite entre deux probabilités (prédictives) est souvent impossible.
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Impact disparate : (Feldman et al. 2015)}

Une fonction de décision Y a un impact disparate si, pour un seuil 7 choisi a priori

[Py =1P=0] PY =1|P=1]
min y —— < 7 (souvent 80 %).
PY =1|P=1] P[Y =1|P =0]

)

Cette régle dite des “quatre cinquiemes”, associée au seuil 7 = 80 % a été définie a I'origine
par le comité consultatif technique sur les tests de la Commission des pratiques équitables en
matiére d’emploi de I'Etat de Californie (FEPC, “Fair Employment Practice Commission”), qui a
publié les directives de I'Etat de Californie sur les procédures de sélection des employés en octobre
1972, comme le rappellent Feldman et al. 2015, Mercat-Bruns 2016 ou encore Biddle 2017. Cette
norme s’est ensuite imposée dans les “Uniform Guidelines on Employee Selection Procedures de
1978, utilisées par I’Equal Employment Opportunity Commission (EEOC), le ministére du travail et
le ministére de la justice des Etats-Unis. Un point important ici est que cette forme de discrimination
se produisait méme lorsque I'employeur n’avait pas I'intention de discriminer, mais en regardant les
statistiques de I’emploi (sur le genre ou un critére racial), il était possible d’observer (et de corriger)
un biais discriminatoire.

Par exemple, sur les données de la Figure 4.9,
PY =1|P=¢] 1

— =5 <K 80 %.
PY=1|P=¢] 3

Une autre approche, suggérée pour relaxer I'égalité P(Y = 1|P = 0) = P(Y = 1|P = 1), consiste
a instruire une notion d’s-équité

PY=1P=0)-P(Y =1|P=1)| <.

L’écart de gauche étant parfois appelé “différence de parité statistique” (SPD). Zliobaite 2015
suggere de normaliser la différence de parité statistique,

SPD . _[Ply=1) P(y=0)
Dy 1 Dmex = min {P(p — 1) P(p=0)J"

de telle sorte que NSPD = 1 pour une discrimination maximale.

NSPD =

Seuil endogéne et intervalles de confiance
Besse et al. 2018 proposent une autre approche, sur la base d’intervalle de confiance pour des
critéres d’équité. Par exemple, pour I'impact disparate, nous avons vu qu’il fallait calculer

B PY =1|P =10]

Py =1|P=1])

dont la version empirique est

T - > yil(p; = 0) ‘ Y l(pi=1)

Youillpi=1) Y, 1(p; =0)
que I'on peut utiliser pour construire un intervalle de confiance pour T' (Besse et al. 2018 proposent
un test asymptotique, mais des méthodes de rééchantillonage sont envisageables).
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4.3.10 Indépendance conditionnelle

Les conditions écrites en termes d’indépendance conditionnelle - par exemple Y U P|Y pour
I’égalité de chances - est aussi appelée “condition de séparation”, et sera largement utilisée quand
on évoquera les graphes causaux (dans la section suivante). On peut rappeler que cette condition
est trés proche de la propriété de Markov a l'ordre 1,

(X,,) vérifie la propriété de Markov <= X, 1 1L {X,, 1, X,,—o, -} | Xp.

Car intuitivement, cela signifie que connaitre X, enléve tout intéréta X,,_; pour prédire X, , ;. Cette
propriété est aussi parfois appelée “propriété de suffisance”. On peut en effet montrer qu'on a un
théoréme de séparabilité de la forme

XUY|Z = 3Fg,h: PX=2Y=y2Z ==z =gz, z2) - h(y,2).

Notons quesi X 1L Y | Zet X 1L Z alors on a I'indépendence non-conditionnelle entre nos deux
variables, X 1l Y.Etsionaalafois X 1L Y| ZetX 1L Y alorssoit X 1l Z,soitY 1L Z.
Comme nous le verrons par la suite

XUY|Z =Y 1lLX|_Z
ce qui posera des soucis quand on essayera de travailler sur des graphes causaux dirigés. De plus
XUY|ZetU=hY) = X ULU|Z

Une notion plus faible est la version au second ordre, X L Y | Z, signifiant simplement que la
corrélation partielle est nulle,

rXy|z = COV[X - E(XlZ),Y —E(YlZ)] =0.

4.3.11 Mise en ceuvre et comparaison

Sur I’exemple discret (avec 24 observations) de la Figure 4.7, repris dans le tableau 4.2, on obtient
les valeurs du tableau > 4.3.

0 0 O 0]
1 1 1 1

SO NI

0010 1100101 1 11 1 1 1 1 1 1
0 0 0O 0O OO OOOO|1 1 1 1 1 1 1 1 1 1

Table 4.2 - Données de la Figure 4.7, ordonnées suivant leur score S (non indiqué ici) avec un seuil
identique pour les deux groupes (p € {e, ®}), etavec y = Lseyi 1](5)-

Sur I'exemple continu de la Figure 4.5, on obtient les valeurs du tableau 4.4, avec un méme seulil
de 60 % pour les deux groupes, comme sur la Figure 4.18, ou alors avec deux seuils différents, avec
56 % et 66 % respectivement pour les groupes bleu e (ou p = 0) et rouge e (ou p = 1), comme sur la
Figure 4.19. Sur les Figures 4.18 et 4.19, en haut figurent les densités conditionnelles de S|Y =
1, P = e (trait plein) et S|Y = 0, P = e (en pointillés), a gauche (population supposée favorisée), et

51. Danslestableaux 4.3, 4.4 et 4.5, la colonne ‘diff’ donne la différence absolue entre les deux probabilités (exprimées
en pourcentage) et la colonne ‘(%)’ donne la différence relative entre les deux probabilités, exprimée en pourcentage.
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Nom Formule probabiliste ° ° diff (%)

statistical parity P[Y = 1|P = o] 25.0% 75.0% | 50.0 +200.0%
[ ]| 40.0% 889% | 48.9 +1222%

predictive equality P[Y =1|P =0o,Y = 0] 00% 57.1% | 57.1 -

conditional accuracy P[Y =0|P=0,Y =0] | 50.0% 75.0% | 25.0 +50.0%
[ ]

equalized opportunity P Y = 1|P=0oY =1

predictive parity PY =1|P = o, Y = 100.0% 66.7 % | -33.3 -33.3%
accuracy equality ]P’[? =Y|P = o] 62.6% 68.8% 6.2 +10.0%
treatment equality FN, /FP, - 25.0% - -

Table 4.3 - Données de la Figure 4.7 et de la Table 4.2, avec les différents concepts d’équité, les
valeurs des mesures pour les deux groupes, p € {e, ¢}, la différence absolue et la différence relative
(en pourcentage).

les densités conditionnelles de S|Y = 1, P = e et S|Y = 0, P = o, a droite (population supposée
défavorisée). En bas, figurent les fonctions de survie, t = P(S > t|Y = y, P = o), aveg, sur la
Figure 4.18,

~ | 160 %100 %](s) Sip=e0u0
1(60 %,100 %] () Sip = e ou 1,

et sur la Figure 4.19,

~ | 156 %,100 %) (s) Sip =e0u0
166 %,100 %] () Sip = ® ou 1.

Les probabilités indiquées sur les fonctions de survie sont les probabilités de “vrais” positifs ou
négatifs, selon, avec par exemple

P(Y=0]Y =0,P=10)=904%etP(Y =1|Y =1,P = o) = 66.3%
alors que les taux de “faux” négatifs ou positifs, sont respectivement

P(Y=1]Y =0,P=)=9.6%etP(Y =0|Y =1,P = o) = 33.7%.

4.4 Equité au niveau individuel

Dans la section précédente, nous nous intéressions a une notion d’équité “des groupes” (avec
des sous-groupes constitués par les valeurs de y, p et / ou 3/ ). L'équité individuelle est une notion
relativement différente. Les trois critéres précédents sont tous basés sur le groupe alors que I'équité
individuelle, comme son nom l'indique, est basée sur I'individu. Elle a été proposée pour la premiére
fois dans Dwork et al. 2012. La notion d’équité individuelle met I'accent sur le fait que des individus
similaires (sur les attributs non-protégés) doivent étre traités de maniére similaire.

4.4.1 Proximité entre individus (et propriété de Lipschitz)

L'idée naturelle, que I'on trouve chez Luong et al. 2011, est que deux individus “proches” (au
sens des caractéristiques non-protégées x) doivent avoir la méme prévision. Considérons deux
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Figure 4.18 - Exemple continu, avec le méme seul (60 %) dans les deux groupes, p € {e,} ou
p € {0,1}, avec la densité de s en haut, et sa fonction de survie en bas, ety = 160 %,100 %] ().

0.2 04 0.6 0.8 1.0

0.0

métriques, une sur [0, 1] x [0,1] ou {0,1} x {0,1} notée D, et une sur X x X notée d, de telle
sorte qu’on aura une équité individuelle sur une base de données de taille n si on a la propriété

(dite de Lipschitz) suivante

D(gzv?j]) ou D(Si,Sj) < d(w“mj)’ VZ?] = ]_’ cee M

Duivesteijn et Feelders 2008 parlaient de classification monotone. |l est difficile de déterminer
quelle est la métrique a utiliser pour mesurer la similarité de deux individus (autrement dit entre
x; et x;), comme I'expliquaient Kim et al. 2018. Le plus usuel est d’utiliser une distance de type
Mahalanobis, pour tenir compte des échelles différentes entre les variables.
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Nom Formule probabiliste ¢/0 o/1 diff (%)
statistical parity P[Y = 1|P = o 38% 56.8% | 188 495%
equalized opportunity IP’[? =1|P=0,Y=1] | 66.3% 76.8% 10.5 15.9 %
predictive equality IP[? =1|P=0,Y =0] 9.6% 36.7% 27.1 281.2%
conditional accuracy P[Y =0|P=0,Y =0] | 72.8% 73.2% 0.4 0.6 %
[ ]
[

predictive parity PY =1|P = 0,17 = 87.3% 67.7% -19.6 -22.6%
accuracy equality P[Y = Y|P = o] 62% 56.8% | -53 -86%
treatment equality FNo /FP, 350.1 63.2 | -286.9 -82%

Table 4.4 - Différents concepts d’équité sur la base de la Figure 4.18, avec les valeurs des mesures
pour les deux groupes, p € {¢,e} ou p € {0,1}, la différence absolue et la différence relative (en
pourcentage), avec le méme seuil (60 %) dans les deux groupes pour obtenir g] a partir du score s.

Nom Formule probabiliste e/0 o/1 diff (%)
statistical parity ]P’[? =1|P = o] 448% 45.6% 0.7 +16%
equalized opportunity IP’[A || 744% 66.3% 8.1 -109%
predictive equality P[Y =1|/P=0,Y =0] | 1563% 249% | 9.6 62.6%
[ Y =0
[ ]

conditional accuracy P 76.8 % 69 % -7.8 -10.1%

predictive parity PY =1|P=o,Y=1] | 829% 727% |-10.2 -123%
accuracy equality P[Y = Y|P = o] 552% 456% | -9.6 -17.4%
treatment equality FN, /FP, 167.5 135.7 | -31.8 -19 %

Table 4.5 - Différents concepts d’équité sur la base de la Figure 4.19, avec les valeurs des mesures
pour les deux groupes, p € {e, e}, la différence absolue et la différence relative (en pourcentage),
avec un seuil différent (56 % si p = e et 66 % si p = o) dans les deux groupes pour obtenir § & partir
du score s.

4.4.2 Causalité dans un contexte dynamique

Avant de définir la “causalité” dans le contexte des données individuelles, rappelons que, dans un
contexte de données temporelles, Granger 1969 a introduit un concept de “causalité” qui prend
une forme relativement simple pour des dynamiques décrites par une corrélation

{$1,t+1 =C +a11%1t+a12%24 +€1¢

Totyl = Co+ 01Tt + Ao2T2 ¢ + €9

noté aussi ;.1 = ¢+ Ax; + €1, ou les termes hors-diagonale de la matrice d’autorégression
A permettent de quantifier la “lagged causality”, autrement dit un effet causal décalé (entre ¢ et
t 4+ 1) avec respectivement =y — x5 Or x1 <« x5. Par exemple la Figure 4.20 montre le nuage de
points (14, 24+1) €t (v24,%1,441), @ gauche et a droite, ou respectivement x; désigne le nombre
de cyclistes a Stockholm, par jour, en 2014 (a une intersection routiere donnée) et x5 désigne
la température (moyenne) le méme jour. Le graphique de gauche revient a se demander si la
température cause le nombre de cyclistes (si la température monte, le nombre de cyclistes sur
les routes augmente) et le graphique de droite revient a se demander si le nombre de cyclistes
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Figure 4.19 - Exemple continu, avec des seuils différents (56 % et 66 %) dans les deux groupes,
p € {e,e} oup € {0,1}, avec la densité de s en haut, et sa fonction de survie en bas, et

Y = Lis6 %100 %) (5) Sip = ® €ty = Lig6 %100 %](5) Sip = o.

cause la température (si le nombre de cyclistes sur les routes augmente, la température monte).
Dans les deux cas, si on estime

Ty = Tot Togpl = V1T 021%1t + N,

Ty < T2t Tyl = Yo+ 2T2t N2y,
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on observe des régressions significatives (mais ce n’est pas un test causal)

Ty st @ogp = 43204 757 @14+ mig, R =T5.72%
’ (234) (23) 7 ’

Ty e a0t Ty =—1.98+ 0.001 2oy + 1m0y, R:=72.41%
’ (0.04) (0.00003) ’

On peut utiliser le test de Granger, sur les données de la Figure 4.20, sur les deux hypothéses
causales (non pas sur les niveaux mais sur les variations journaliéres, du nombre de cyclistes, et
de la température)

1 = 1o Hy:ayq, =0, p—value = 56.66 %
ry < 191 Hy:aro =0, p—value =0.004 %

Autrement dit, fort logiquement, on observe que la température a un lien causal sur la présence de
cyclistes sur les routes, mais pas l'inverse.
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Figure 4.20 - Nombre de cyclistes par jour (x3), en 2014, a Stockholm, et température quotidienne
moyenne (x). Les droites de régression sont estimées uniquement sur les jours ou la température
excédait 0° C.

Dans un contexte non-dynamique, définir la causalité sera un exercice plus périlleux.

4.4.3 Causalité et graphs dirigés

Encore une fois, avoir des variables prédictives causales, en assurance, est particulierement
important. Swedloff 2014 affirmait “the problem, of course, is that finding such non-causally related
correlations means that the policyholder cannot, and likely should not, try to minimize the activity,
behavior, or characteristic”. Malheureusement, les corrélations “fortes” (parfois suffisantes en
apprentissage machine) ne suffisent pas, et Spirtes et al. 1993 notaient qu’il serait difficile de définir
ce qu’est la causalité, et qu’il serait probablement plus simple de I'axiomatiser. En d’autres termes,
on va commencer par déterminer les attributs qui seraient considérés comme nécessaires pour
gu’une relation soit considérée comme causale, on formalise mathématiquement ces propriétés, et
on regarde si ces axiomes se traduisent par une caractérisation interprétable d’une relation causale.
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Par exemple, il semble Iégitime que ces relations soient transitives : si 2y cause x5 et si x5 cause
x3, alors il doit également étre vrai que x; cause x3. On pourrait alors parler de causalité globale.
Mais une version locale semble exister : si x1 cause x3 seulement par l'intermédiaire de x4, alors
il est possible de bloquer l'influence de x; sur x5 si on empéche x5 d’étre influencée par x;. On
pourrait aussi demander a ce que la relation causale soit irréflexive, au sens ol x; ne peut pas se
causer elle-méme. Le danger de cette propriété est qu’elle tend a chercher une explication causale
a toute variable. Enfin, une propriété d’asymétrie de la relation est souvent souhaitée, dans le sens
ou x; cause x4 implique que x5 ne peut causer 1. Comme le notait Wright 1921, bien avant Pearl
1988, I'outil le plus naturel pour décrire visuellement et simplement ces relations causales est
probablement celui des graphes dirigés.

Une variable sera ici un nceud du réseau (par exemple x1 ou x3), et une relation causale, dans le
sens “ry cause xy” se traduira par une fleche dirigée de x; vers x5 (comme nous le faisions sur
les séries chronologiques). Comme sur les schémas (a) et (b) de la Figure 4.21. Dans I'exemple (a),
Morgan et Winship 2015 parleront de “mutual dependence” entre x5 et x3, de “mutual causation”
pour (c), et (b) correspond a un cas de “mediation”.

@(a)@

Figure 4.21 - Quelques exemples de graphes dirigés, avec 3 nceuds, et 2 connections. (a) correspond
au cas ou x; est un facteur de confusion pour x, et z3, correspondant a un choc commun ou de
dépendance mutuelle, (b) correspond au cas ou x4 est un médiateur pour z; et x5, et (¢) correspond
au cas ol x5 est un collisionneur (ou “collider” en anglais) pour x; et x4, correspondant a un cas de
cause mutuelle.

Dans I'exemple (b), on dira que z5 et z3 sont causalement dépendantes de x;, x5 le sera
directement et x3 indirectement. On dira que x; est un parent causal de x5 (une cause), et
inversement que x5 est un enfant causal de x; (une conséquence). Cette relation parent / enfant
est associée a I'existence d’un lien entre les deux variables. On dira que x; est un ancétre causal de
x3, et inversement que x5 est un descendant causal de ;. Cette relation ancétre / descendant est
associée a I'existence d’un chemin (dirigé) entre les deux variables, c’est-a-dire une succession de
liens. S’il n’existe pas de chemin entre deux nceuds, on dira que les deux variables sont causalement
indépendantes. Un collisionneur (“collider”) est une variable qui est la conséquence de deux
variables ou plus, comme x5 sur (c). Ce type de variable est trés lié au paradoxe de Berkson. Un non-
collisionneur est une variable influencée par une seule, et elle permet de transmettre causalement
une conséquence, le long d’'un chemin. Les variables causales qui influencent le collisionneur
ne sont elles-mémes pas nécessairement associées. Si c’est le cas, on dit que le collisionneur
est blindé (“shielded”) et la variable est le sommet d’un triangle. Sur la Figure 4.22, z, est un
descendant de x1, un enfant de x5 (et z4), un parent de x5 (et xg) et un ancétre de . Les variables
x3 et x5 ne sont pas causalement indépendantes. x4 est un collisionneur, mais pas zg. x4 €st un
collisionneur non blindé (“unshielded collider”) car x5 et x5 (les deux parents) ne sont pas connectés
(ils ne sont pas pour autant indépendants).
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Figure 4.22 - Un exemple de graph dirigé.

Dans la section 2.3, nous avions évoqué le lien fort qui existait entre les proxys et les modéles
causaux. Mais ce lien est souvent complexe. Par exemple, dans notre exemple avec la taille des
chaussures et les capacités de lecture, I'age de I'enfant est un facteur de confusion, et si I'age
n'est pas observable, la pointure de chaussure peut étre un proxy de l'age. Il existe d’autres
formes de proxys particulierement utilisés en science économique, comme le rappellent Stahlecker
et Trenkler 1993, ou en science du climat, ou la largeur des anneaux de croissance des arbres
constitue un proxy des conditions environnementales historiques, ou la composition isotopique de
I’'oxygéne dans les carottes de glace polaire (en fonction de la profondeur) constitue un proxy de la
température moyenne passée. Dans ces deux cas, le proxy est utilisé car la variable d’intérét est
inobservable.

Considérons un graphe causal G (c’est-a-dire une collection de variables x et de fleches). Soient z;
et x5 deux nceuds, et y un ensemble de nceuds de G ne contenant ni 1, ni x5. On dira que x; et x4
sont séparés (ou d-séparés, “directed separation”) s’il n’existe pas de chemin non orienté u entre
x1 et x5 tel que (a) chaque collisionneur (dans u) est soit dans y, soit posséde un descendant dans
y et (b) aucun autre nceud sur u n’est dans y. On notera alors x; 1L x5|y. On a ici des conditions
nécessaires et suffisantes pour que deux sommets d’un graphe causal soient indépendants d’un
point de vue probabiliste, aprés conditionnement sur un autre ensemble de sommets. Car il est
possible de traduire cette terminologie causale, présentée ici en terme de graphes, sous une forme
probabiliste.

La formule des probabilités composées (ou “probability chain rule”) permet de calculer la probabilité
d’une intersection d’événements a I'aide de probabilités conditionnelles, puisque

PlA; NN Ay =PlA]] X Py, (Ag) X Py na,[As] X o X Pasnena,  [Anl],
ce que I'on pourrait écrire
Plxy, +++, xp] = Plzq] X Plrg|ay] X Pleg|zy, xo] X oo X Play, |21, ++-, 2p_1].
Mais cette écriture n’est pas unique, puisqu’on pourrait aussi écrire (par exemple)
Plzy, -+, 2] = Play,] X Plag—1|z,] X Plep—o|@n, no1] X - X Plzq|2,, -+, 23]

Notons que I'on aurait aussi

Plxy, -+, 2] = Plog, p-1] X Pleg—o|z,, Tpo1] X - X]zq|2p, -+, 22].
puisque P[x,,, z,1] = P[x,] X Plz,,—1|z,] mais aussi P[z,,_1] X P[z,|x,-1].
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Figure 4.23 - Autres exemples de graphs dirigés.

L’idée ici sera d’écrire des probabilités conditionnelles impliquant uniqguement les variables et leurs
parents causaux. Par exemple, le graphe (a) de la Figure 4.23 correspondrait a

Plzy, 29, 23, 24] = Play] X Plwg|21] X Ploz|2y, 22] X Plog|2y, 29, 23],
alors que le graphe (b) de la Figure 4.23 serait associé a I'écriture
Plxy, xo, 23, x4) = Plry, 25| X PlXg|zy, 29] X Play|zy, 29, 23],
qui s’écrirait aussi
Plz1, v2, 23, v4] = Plz1] X Plag] X Plas|21, xo] X Plzs|21, 22, 23],

car x; et x, sont supposées indépendantes. |l n’est pas rare de rajouter une hypothése
Markovienne, correspondant au cas ou chaque variable est indépendante de tous ses ancétres
conditionnellement a ses parents. Par exemple, sur le graphe (a) de la Figure 4.23, I'hypothése de
Markov permet d’écrire

Plzs|z1, 7o) = Plrs|za].

Aussi, le graphe (a) de la Figure 4.23 correspondrait a
Pl1, x2, 23, v4] = Plz1] X Plra|21] X Plas|wo] X Plzg|zs),
alors que le graphe (b) de la Figure 4.23 serait associé a I'écriture
Plzy, x2, 23, v4] = Pl1] X Plg] X Plas|2y, 2] X Play|xs).
Pour aller plus loin dans les exemples, sur le schéma (a) de la Figure 4.21
Plzy, zg, x3] = Plwg|zy - Plas|zq] - Play],

de telle sorte que
]P)[':Ula Zo, 1‘3]
Plz4]

et donc x5 1L 3 conditionnellement a ;. Sur le schéma (b) de la Figure 4.21

Plzy, x3]21] = = Plxg|xq] - Plag|z],

P[$1,9327333] = P[ffl]P[ﬂ?ﬂfEﬂ : P[$3|$2]7

de telle sorte que

]P)[l‘l, Zo, .1‘3] _ P[l‘l]P[l‘g |331]
IP[[BQ] P[l’g]

Plxy, x3]|xs] = Plzg|xo] = Play|xg] - Plas|ao],
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et donc x; L x5 conditionnellement a .

Sur le schéma (c) de la Figure 4.21
Plzy, z9, 23] = Plo] - Plag] - Plzg|wy, 22],

de telle sorte que
]P’[xl, SCQ] = P[.Z’l] . P[xg},

autrement dit 1 1L x5, mais

Pz, z9|z3] = P[xIIP:[izij] _ Pl ‘P[JU;)][Q'CS[ngJ:l,xQ]’

et donc x; n'est pas indépendant de x5 conditionnellement a .

Compte tenu du lien entre les graphes causaux et ces modéles Markoviens, tester un modéle
causal est trés lié a des tests d’indépendance, ou plus précisément, des tests d’'indépendance
conditionnelle. Classiquement, tester I'indépendance entre deux variables se fait a I'aide de
la corrélation (ou de la corrélation de rangs), et pour rappel, la corrélation entre z; et xs,
conditionnellement a x5 s’écrit

T12 — T13 X T23
2 25
\/(1 —7r13) X (1 =133)

On notera que le conditionnement se fait ici toujours sur un parent. Dans un réseau causal
(appelé aussi DAG), chaque relation enfant / parent est représentée par une relation déterministe
x9 = f1.2(x1,€) ol x est le parent de xo, et ol ¢ est un bruit indépendant.

2|3 =

4.4.4 Introduction a I'inférence causale

Pearl et Mackenzie 2018 notaient que l'inférence causale visait a répondre a la question “que
se serait-il passé si...” Cette question est centrale en épidémiologie (“que se serait-il passé si cette
personne avait recu le traitement”) ou dés qu’on cherche a évaluer I'impact d’'une politique publique
(“que se serait-il passé si on n’avait pas supprimé cette taxe”). Mais on note que c’est la question
que I'on se pose dés que I'on parle de discrimination (“que se serait-il passé si cette femme avait
été un homme”). En inférence causale, pour quantifier I'effet d’'un médicament, ou d’une mesure de
politique publique, on constitue deux groupes, un qui aura le traitement, et un autre qui ne l'aura
pas, et servira dés lors de contrefactuel, afin de répondre a la question que se serait-il passé si
la méme personne avait accés au traitement. Quand on analyse les discriminations, on se pose
des questions similaires, par exemple le prix du risque serait-il différent si la méme personne avait
été un homme et pas une femme, sauf qu’ici le genre ne reléve pas d’un choix, d’'une affectation
arbitraire a un traitement (aléatoire dans les expériences dite randomisées). C’est d’ailleurs un
reproche qui avait été fait initialement sur ce paralléle entre 'analyse des discriminations et
I'inférence causale : changer de traitement est possible, alors que changer de sexe est une vue
de l'esprit. On peut d’ailleurs penser aux questions sur les liens entre le tabagisme et certains
cancers : voir le fait de fumer comme un “traitement” peut avoir du sens mathématiquement,
mais éthiqguement, on ne pourrait pas forcer quelqu’un a fumer juste pour quantifier la probabilité
d’avoir un cancer quelques années plus tard 52(alor:s gue dans une expérience clinique, on pourrait

52. Dans un article humoristique, Smith et Pell 2003 posaient la question d’organiser des expériences randomisées
pour prouver le lien causal entre le fait d’avoir un parachute et de survivre a un crash d’avion.
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imaginer administrer a un patient des pilules bleues, au lieu des pilules rouges). On entre ici dans
la catégorie des approches dites “quasi-expériementales”, au sens de Cook et al. 2002 et DiNardo
2016. Dans I'échelle de causalité présentée par Pearl et Mackenzie 2018 (chapitre 1 et Figure 1.2),
le premier niveau correspond a la recherche d’associations statistiques, ou de corrélations, comme
le font réguliérement les actuaires. Le second niveau est celui de I'intervention, ol des expériences
sont organisées (comme pour quantifier I'effet d’'un médicament), formellement noté a I'aide de
I'opérateur do(+) dans la section 4.4.5, dans le sens ou I'on cherche Y'|do(p). Dans I'analyse faite
ici, on se place a un niveau plus abstrait, ou une “intervention” est littéralement impossible (on ne
changera pas le sexe d’un assuré, son origine ethnique, ou son age). Ce troisiéme niveau est celui du
contrefactuel, ot on tente de s’'imaginer ce qui se serait passé si I'assuré avait eu la caractéristique
protégée p, ce que I'on notera Yﬁ(_p (ou plus simplement Yp*).

Dans les données, y (souvent appelé “outcome”, ou résultat) est la variable que I'on cherche a
modéliser et prédire, et qui servira de mesure d’efficacité du traitement. Les résultats potentiels
(“potential outcome”) sont les résultats qui seraient observés sous chaque traitement possible, et
on note y; le résultat qui serait observé si le traitement 7" avait pris la valeur t. Et les résultats
contrefactuels sont ce qui aurait été observé si le traitement avait été différent, autrement dit, pour
une personne de type t, son résultat contrefactuel est yf_t (cart prend les valeurs {0, 1}). L’exemple
classique est celui d’'une personne qui a regu un vaccin (t = 1), qui n’est pas tombé malade (y = 0),
dont I'outcome contrefactuel serait v, parfois noté y;._. Avant de lancer I'étude sur I'efficacité du
vaccin, les deux résultats sont potentiels, ya et yf Une fois I'étude lancée, le résultat observé sera
y et le résultat contrefactuel sera y;_,.

Le traitement correspond formellement, dans notre exemple de vaccin, a une intervention %3 Dans
la plupart des expériences, il n’est toutefois pas possible de manipuler la variable dont on veut
mesurer |'effet causal. En introduction, nous avions évoqué I'idée que I'indice de masse corporelle
(IMC, ou BMI) pouvait avoir un impact sur I’état de santé, mais il est difficile de manipuler l'indice.
On peut plutét manipuler des variables qui auront un impact sur I'indice (en forgant une personne
a pratiquer régulierement le sport, a changer ses habitudes alimentaires, etc.) Ce qui fait qu’on
ne mesure pas stricto sensu I'effet causal de I'indice de masse corporelle, mais davantage celui
des interventions qui influencent I'indice. Et de la méme maniére, il est impossible d’intervenir
sur certaines variables, dites immuables, comme le sexe ou I'origine raciale. Le contrefactuel est
alors purement hypothétique. Dawid 2000 était trés critique sur I'idée que nous puissions créer
(ou observer) un contrefactuel, car “by definition, we can never observe such [counterfactual]
guantities, nor can we assess empirically the validity of any modeling assumption we may make
about them, even though our conclusions may be sensitive to these assumption”.

On dira qu’il y a un effet causal (ou “effet causal identifi€”) de ¢ sur y si yS et yf sont sensiblement
différentes. Et comme on ne peut pas observer ces variables, au niveau individuel, on va comparer
I'effet sur des sous-populations, comme le montrent Rubin 1974, Hernan et Robins 2010 ou Imai
2018. Assez naturellement, on pourrait vouloir mesurer I'effet causal comme la différence entre les
y dans les deux groupes, celui qui a été traité (t = 1) et celui qui n'a pas été traité (¢t = 0), mais
a moins de faire des hypothéses supplémentaires, cette différence ne correspondra pas a I'effet
causal moyen (ACE, “average causal effect”),
?

B[Vl - Yiio] ZEIVIT = 1) E[Y|T = 0],

effet causal ACE mesure d’association

53. Pour faire le lien avec ce que nous évoquions auparavant, le traitement ¢ deviendra la variable protégée p quand
nous reviendrons a I'analyse de I'équité et de la discrimination.
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Le probléme ici est que T et Y peuvent étre, a priori, corrélées. Par exemple pour les vaccins,
les personnes “a risque” peuvent vouloir davantage étre vaccinées. Plusieurs conditions seront
nécessaires pour identifier un effet causal,

consistance : yt* =ysiT =t, pourtoutt
échangeabilité : Y, 1L T | X = x, pour tout ¢
positivité : P[T =t| X =x] >0, pour tout ¢,

La motivation de ces conditions est présentée en détails dans Hernan et Robins 2010. La seconde
condition, qui dit que I'outcome contrefactuel est indépendant du traitement, signifie que si deux
personnes rigoureusement identiques ont respectivement recu et pas recu le traitement, I'outcome
de I'un sera le contrefactuel de l'autre. Toutefois, on ne demande ici qu’une égalité en loi des
outcomes, par une égalité stricte. Avec ces hypothéses,

E[Y7 | X = a] T E[Y7 T =t, X = 2] T E[Y|T = 1], Vt,

ol la premiére égalité est validée par la propriété d’échangeabilité, la seconde par la propriété de
consistance, et le dernier terme existant toujours par la propriété de positivité.

Le principal soucis des études observationnelles est que T et X peuvent étre non-indépendants
(comme sur la Figure 4.24). Gelman et J. Hill 2006 distinguent deux types d’inadéquation (entre
les groupes de traitement et de contrdle), avec I'absence de chevauchement complet sur les
prédicteurs observés avant le traitement, et le déséquilibre des prédicteurs observés avant le
traitement.

étude observationnelle étude randomisée

Figure 4.24 - Etude observationnelle ou étude randomisée.

Stratification

Comme on vient de le montrer, moyennant quelques hypothéses, E[Y7_;|X = x] = E[Y|T = 1],
on peut mesurer |'effet causal marginal en calculant des moyennes, conditionnement aux . Ainsi,

E[Y7e,] =) EY|T=t,X =] - P[X = 2.

Appariement (matching)

L’approche par appariement consiste a apparier chaque individu (a partir de ses covariables x)
du groupe traité a un individu du groupe non-traité, qui lui ressemble. Ainsi, la distribution des
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covariables / facteurs de confusion dans la population contrble sera la méme que dans la population
traitée, grace a cet appariement, et on pourra alors calculer un effet moyen du traitement chez les
traités. D’un point de vue pratique, un algorithme glouton peut étre utilisé.
— on permute la population des individus traités (¢, = 1),
— pour lindividu traité i, on cherche I'individu non-traité dans la base, au sens j =
argmin{d(z;, x;)},
Jit;=0
— on enléve I'observation non-traitée de la base, et on itére (de maniére a apparier tous les
individus traités avec une personne non-traitée
On estime ainsi E[Y7,] — E[Y7 o] par
ACE = y%(—l - g;V—O = nil Z Yi — y]:a ou jz* = argrnln{d(:cz,mj)},
itti=1 7t =0
et ou ny est le nombre d’observations traitées. Afin de s’assurer de la robustesse de I'analyse,
et il est classique de permuter plusieurs fois les données, mais aussi de retirer des observations
s’il n'y a plus personne avec qui apparier (on parle de “caliper” les données a un seuil € si
min{d(z;, mj)} > €). Une fois les données appariées, on peut classiqguement faire un test de Student
(apparié) pour mesurer un effet causal si I'outcome y est continu, ou un test du chi-deux si y est
binaire (comme suggéré dans McNemar 1947).

Score de propension

Pour I'individu 7, compte tenu de ses caractéristiques x;, sa probabilité d’avoir été traité est notée
m; = P|[T = 1| X = x;]. Il est possible de faire un appariement sur la base du score de propension,
méme deux scores identiques ne signifient aucunement que les deux individus sont proches, mais
cela permet d’équilibrer les deux groupes, comme le soulignent Colson et al. 2016. Le score de

propension peut s’estimer par une régression logistique, par exemple, et on a alors 7; € [0, 1].
— on estime tous les scores de propension m; = P[T' = 1| X = x;], ou les logarithmes de cotes

¢;, i.e. (avec un modeéle logistique)

IogEi:wiTBoUEi: N -,

-

— on calcule I'écart-type des log ¢;, noté o, et on utilise comme “caliper” e = ko (avec k = 20 %
par exemple)
— on lance une procédure d’appariement sur la base permutée : pour I'individu traité i, on
cherche I'individu non-traité dans la base (au sens j;' = argmin{| log¢; — logc;|}).
j:t]':O
La encore, on estime E[Y;] — E[Y7] par

_ _ 1 . :
ACE =%p ) = Yreo = ™ Z yi = yjr, OUj; = ar§m'0n{d($i7$j)}~
iti=1 jitj=

Pondération
Une autre approche consiste a utiliser I'inverse de la probabilité de traitement,

traités (t; = 1) : pondération par 'inverse de la probabilité d’étre traité ;
non-traités (t; = 0) : pondération par I'inverse de la probabilité d’étre non-traité 1 — =,
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et on estime ainsi E[Y7._;] (par exemple) par

—% ~ ﬂ-l
Yre1 = Z WiYi U W = =7~
it=1 Zj:tjzl Uy

On reconnait ici I'estimateur d’Horvitz-Thompson utilisé pour corriger d’un possible biais, introduit
par Horvitz et Thompson 1952.

Ces poids permettent d’aller plus loin, par exemple en considérant des modéles de régression (on
parlera de “marginal structural model”) de la forme yr}<_t = By + B1t + €, de telle sorte que (31 sera
I'effet causal moyen. On peut aussi considérer une régression logistique si y est binaire (ou tout
autre modéle linéaire généralisé suivant la distribution possible pour ). On fait une régression sur
la base de nos données observées (y;, t;), pondérées par 7r,[1 sit;=1et(1- 7r,~)_1 sit; =0.

Contrefactuels et transport optimal

En allant plus loin, ayant observé (x,p,y), on espére créer un contrefactuel en considérant
(a:,p*,y*), ol p* = 1 — p (si on avait observé p = 0, on aurait souhaité créer une observation
de classe protégée p = 1, et inversement). Mais si p change, il y a des chances pour que x change
aussi, comme le rappellent Gordaliza et al. 2019, Black et al. 2020, Torous et al. 2021 ou Lara et
al. 2021. Formellement, on dit simplement que les distributions de x, conditionnellementa p = 0
ou p = 1, ne sont pas identiques, ce qui arrivera forcément en présence d’un proxy de p parmi les
variables explicatives x. Pour s’en convaincre, supposons que x soit la taille d’'une personne et p son
genre. Si on observe un homme de 190 cm, le contrefactuel n’est a priori pas une femme de 190cm.
Comme on le voit sur la Figure 4.25, I'idée naturelle serait de dire que le contrefactuel d’'un homme
de 190cm serait probablement une femme de 175cm, car ces deux grandeurs correspondent au
méme niveau de quantile (de I'ordre de 96 %).

—— Femmes
= Hommes

0.06
L

0.02
1

0.00
1

A

140 150 160 170 180 190 200

Taille (cm)

Figure 4.25 - Transport optimal et correspondance des tailles (hommes et femmes), sur la base de

données de tailles d’éléves (source : Fox 1997).

L’extension a un ensemble de variables = (x1,--+,x) se fait en utilisant un algorithme de
transport optimal (voir Villani 2009 ou Galichon 2016 par exemple). L'idée est de noter que dans
les deux groupes, p = 0 et p = 1, les caractéristiques x ont (potentiellement) deux distributions
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différentes, Py (ou P) et P; (ou Q). Formellement, si P est une distribution sur Rk, étant donné
T : R* - R” et on définit la mesure “push-forward” associée, QQ, définie par

Q(A) = TyP(A) = P(T"'(4)), YA CR".

Un transport optimal 7 (au sens de Brenier) de P vers Q sera une solution du probléme de Monge

T* € arginf J' |z - T(z)||*dP().

T:TyP=Q JRF
Il est possible de montrer (voir Villani 2009 ou Galichon 2016) que T = grad(y) ou © est une
fonction convexe. Si £k = 1 (comme dans notre exemple précédent avec la taille) T est alors une
fonction croissante (en tant que dérivée d’une fonction convexe), et si Fy(z) = Py[X < z] et
Fi(z) = Pi[X < a], alors T*(z) = Fi ' o Fy(x) vérifie TyPy = Py (car Fy(z) = Fo(T* '(z))
et T™ sera optimale au sens de Brenier.

L’idée naturelle de Gordaliza et al. 2019 et Black et al. 2020 est de dire qu’'un modéle m, construit a
partir d’un score s (avec m(x, p) = 1(s(x, p) > seuil)) sera non équitable si m(z, 0) # m(T*(x), 1).
Black et al. 2020 définissent ainsi I'ensemble “FlipSet” comme

Xp(m, T*) ={x € X :m(x,0)  m(T"(x),1)}.
On peut aller plus loin, on considérant la partition suivante, en deux sous-ensembles
{XF(m,T*) = {z € X : m(x,0) < m(T" (x),1)}.
et si Ty Py = PPy, alors I'effet causal moyen vaut

ACE = E|Y7 1] - EY7'co] = Pol&z (m, T*)] = Pol X (m, T*)

Exemple de mesure d’effet causal

On s’intéresse a un modéle causal de la forme de celui de la Figure 4.27. On suppose ici que

Ty = ap + yug
y = Bry+ dug
ou les variables (us, u3) sont exogénes et indépendantes, non-observées.

On a une observation 7, associée a Bob, telle que p; = 0, associée a x; ; et ;. Que se serait-il passé
si Bob avait été une femme (p; = 1)? On cherche ici Z’/\LP(_l. On peut procéder en 3 étapes.
— abduction : on va retrouver les caractéristiques non-observées (us ;, us;), en utilisant

1 1
Ug; = ;(5‘71,1' —ap;) etug; = g(yi - Bx1;)

* . -
— dans un second temps, on remplace p; par p; , en supposant (361,1', ug i, u3 ;) inchangg,

Tiper=0a-1+yus=a-1+(r;-a-0)=a+x;
Ype1 = Bx1 per + ouz = Bla+ 1) + (y — Bay)

soit
Ype1 = Ba+y
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Figure 4.26 - Deux “appariements optimaux” (entre hommes et femmes), basés sur les données de
taille et de poids des éléves, sur la base d’un appariement univarié a gauche (sur la taille seulement),
et d’'un appariement bivarié a droite (source : Fox 1997).

Figure 4.27 - Exemple de réseau causal simple.

4.45 Les modéles causaux structurels

Formellement, un modéle causal structurel est un triplet (U, V', f) (dans Pearl 2010 ou Halpern
2016). Les variables dans U sont appelées variables exogenes, autrement dit, elles sont externes
au modeéle (nous n’avons pas a expliquer la cause). Les variables dans V' sont appelées endogénes.
Chaque variable endogéne est un descendant d’au moins une variable exogéne. Les variables
exogenes ne peuvent étre descendantes d’aucune autre variable et, en particulier, ne peuvent pas
étre descendantes d’une variable endogéne. Aussi, elles n’ont pas d’ancétres et sont représentées
comme des racines dans les graphes causaux. Enfin, si on connait la valeur de chaque variable
exogene, on peut, a I'aide des fonctions de f, déterminer avec une parfaite certitude la valeur
de chaque variable endogéne. Les graphes causaux que nous avons décrit sont constitués d’un
ensemble de nceuds représentant les variables dans U et V/, et d’un ensemble d’arétes entre les
nceuds représentant les fonctions dans f.

Sur le diagramme causal (a) de la Figure 4.28, on dispose de deux variables endogenes, z et y,
et de deux variables exogenes, u, et u,,. Le diagramme (a) est une représentation du monde réel,
mais on suppose ici qu’il est possible de faire des interventions, et de changer la valeur de z, en
supposant que toutes choses restent égales par ailleurs.
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Figure 4.28 - Diagramme causal, avec une intervention sur z, a droite.
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Figure 4.29 - Diagrammes causaux, x — ¥, avec un un médiateur m a gauche, et avec un facteur de
confusion w a droite.

monde réel avec intervention (do(z))
X = fac(Ux) X=uz
Y = f,(X,Uy) Y, = fy(z,Uy)

Dans ce cas, on peut quantifier I'effet causal puisque
ACE =P[Y =1|do(X =1)] - P[Y = 1|do(X =0)] = P[Y; = 1] - P[Yy = 1],
que I'on peut réécrire
ACE =P[Y =1|X =1] = P[Y = 1|X = 0] = p1 — o,

ol u, = P[Y = 1|X = z| s’estime simplement par des fréquences par groupe.

Sur le diagramme causal (a) de la Figure 4.29, on dispose de trois variables endogénes, z, y, et un
médiateur m, et de trois variables exogénes, u,, u,, et u,,. Le diagramme (a) est une représentation
du monde réel, mais comme auparavant, on suppose ici qu’il est possible de faire des interventions
sur X.
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Autrement dit :

en présence d’'un médiateur (m)

monde réel avec intervention (do(z))
X = f,(U,) X=uz
M = [ (X, Up) My = fin(z,Up)
Y = f,(X,M,Uy) Y, = fy(z, M,,Uy)

Sur le diagramme causal (b) de la Figure 4.29, on dispose de trois variables endogénes, z, y, et
un facteur de confusion w, et de trois variables exogénes, ., u, et u,. Le diagramme (c) est une
représentation du monde réel, mais comme auparavant, on suppose ici qu'il est possible de faire
des interventions sur X . Autrement dit,

en présence d’un facteur de confusion (w)

monde réel avec intervention (do(z))
X = f,(W,U,) X =z
W = fu(Uy) W = fu(Uy)
Y = f,(X,W,U,) Yo = fy(z, W, Uy)

1
1

En fait, en présence d’un facteur de confusion

PlY = 1|do(X = 2)] = P[Y = 1|X = «]
PY = 1|do(X = z)] # P[Y = 1|X = ]

médiateur : P[Y,
confusion: P[Y,

PlY, =1] =P[Y =1|do(X = )] = ) P[Y =1|W = w,X =2]-P[W = w] = E(P[Y = 1|W, X = a]).

Par exemple, on peut supposer que P[Y = 1|W = w, X = z] est obtenu a I'aide d’un modéle
logistique : si i, (w) = P[Y = 1|W = w, X = z]

- eXp[Bo + me + wa]
He(W) = = = = )
L+ exp| 5o + Bo + Buw]

I'effet causal moyen, ACE = E(u (W) — uo(W)) sera estimé par

ATE = 2 (i (wr) = fio(wy)).

=1

Sur le diagramme causal (a) de la Figure 4.30, U = {z,c} et V. = {y}, de telle sorte que
y = f(x,e),ouy = f,(x,e). Ici, x représente le parent de y, et  les erreurs structurelles dues aux
facteurs non-modélisés qui engendreront de I'incertitude. Comme I'explique Pearl 1998, I'équation
structurelle y = f,(z, ¢) représente un mécanisme causal qui spécifie la valeur prise par la variable
Y en réponse a chaque couple de valeurs prises par la variable x et les facteurs e. y = fy(x, g) est
calculé sous l'intervention formelle “X est fixé a =", ce que Pearl 1998 note “do(X = z)” (ou
simplement do(x)), puis affecté a Y (historiquement, de Wright 1921 a Holland 1986, en passant
par Neyman et al. 1923 ou Rubin 1974, diverses notations ont été proposées). Pour reprendre
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Figure 4.30 - Diagrammes causaux, avec une variable protégée p, une variable explicative = et un
outcome y.

C

la notation et I'interprétation de Pearl 2010, “Y would be y had X been x in situation " s’écrira
Y. (e) = y, I'erreur structurelle £ n’étant pas impactée par une intervention sur x.

Dans la terminologie probabiliste, P(Y = y|X = z) désigne la distribution de population de YV
parmi les individus dont la valeur X est z. Ici, P(Y = y|do(X = x)) représente la distribution
de Y dans la population si tous les individus de la population avaient leur valeur X fixée a x. Et
plus généralement, P(Y = y|do(X = z),Z = z) va désigner la probabilité conditionnelle que
Y = y, étant donné que Z = z, dans la distribution créée par I'intervention do(X = z). Aussi,
dans la littérature, I'effet causal moyen (“average causal effect”, AC'E) correspond a E[Y |do(X =
1)] = E[Y|do(X = 0)],0uY; — Yy si Y, = E[Y|do(X = )] (que I'on notera par la suite aussi
Yg‘_l - Y)’§<_0). Pour calculer cette grandeur, étant donné un graphe causal,

PY =yldo(X =x)] = ) P[Y =y|X =2, PA=2z]-P[PA=2],

ol PA désigne les parents de x, et ou z couvre toutes les combinaisons de valeurs que les variables
de P A peuvent prendre. Une condition suffisante pour identifier I'effet causal P(y|do(z)) est que
chaque chemin entre X et I'un de ses enfants trace au moins une fleche émanant de la variable
mesurée (Tian et Pearl 2002).

4.4.6 Equité contrefactuelle

Sur la Figure 4.30, on peut visualiser deux diagrammes causaux, ol y est notre variable d’intérét,
p la variable protégée, x une “variable explicative” (potentiellement) et u une caractéristique non-
observée. Sur le diagramme (b), p ne cause pas y car il n’existe aucune chemin causal ou p causerait
y, autrement dit y n’est jamais un parent (méme lointain) de p. Sur le diagramme (¢), cette fois, p
cause (indirectement) y (via le chemin p — x — y).

Un modeéle vérifie la propriété d’équité contrefactuelle (“counterfactual fairness”) si “had the
protected attributes (e.g., race) of the individual been different, other things being equal, the
decision would have remained the same”. Aussi, un classifieur sera contrefactuellement juste si,
pour tous les individus, le résultat est égal au résultat de son individu contrefactuel (c’est-a-dire le
méme individu avec un attribut protégé inversé),

PYp_,=Y|X =z|=P)Yp_,=Y|X = x|, Vp.q,

ol Y, est la prévision du classifieur si p prenait la valeur z.
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Equité contrefactuelle (Kusner et al. 2017)}

Si la prédiction dans le monde réel est la méme que celle dans le monde contrefactuel ou I'individu aurait appartenu
a un groupe démographique différent, on a une équité contrefactuelle, autrement dit

fairness through awareness Dwork et al. 2012 D(y;,y;) < d(z;,x;), Yi,j

counterfactual fairness Kusner et al. 2017 P[Yﬁhp =y|X =z, P =p|=cst, Vp
no proxy discrimination Kilbertus et al. 2017 P[Y = y|do(P = p)] = cst,,, Vp

—

Table 4.6 - Définitions de I'équité individuelle.

4.5 Corriger une inéquité

4.5.1 Approches de prétraitement (pre-processing)

Une approche directe pour éliminer les biais des ensembles de données consisterait a supprimer
I'attribut protégé et les autres éléments des données qui sont soupconnés de contenir des
informations connexes. Malheureusement, une telle suppression est rarement suffisante. |l existe
souvent des corrélations subtiles dans les données qui signifient que I'attribut protégé peut étre
reconstruit. Par exemple, nous pouvons supprimer la race, mais conserver les informations relatives
a I'adresse du sujet qui peuvent étre fortement corrélées a la race.

La mesure dans laquelle il existe des dépendances entre les données x et I'attribut protégé p peut
étre calculée a 'aide de I'information mutuelle

P(z, p)

LP = ZP(ZB,])) log W,

z,p
que Kamishima, Akaho et Sakuma 2011 appellent le “préjudice latent”. Plus cette mesure
augmente, plus I'attribut protégé devient prévisible a partir des données. En effet, Feldman et al.
2015 et Menon et Williamson 2018 ont montré que la prévisibilité de I'attribut protégé met des
limites mathématiques a la discrimination potentielle d’un classifieur.

Dans la littérature, quatre approches permettent de supprimer les biais en manipulant I'ensemble
des données. Respectivement, ces approches modifient les étiquettes y, les données observées x,
les paires données / étiquettes {x, y} et la pondération de ces paires.

Manipulation des étiquettes

Kamiran et Calders 2009 puis Kamiran et Calders 2012 ont proposé de modifier certaines
des étiquettes d’entrainement, ce qu’ils appellent la manipulation des données. lIs calculent un
classifieur sur le jeu de données original et trouvent des exemples proches de la surface de
décision. lls échangent ensuite les étiquettes de maniére a ce qu’un résultat positif pour le groupe
défavorisé soit plus probable et refont la formation. |l s’agit d’une approche heuristique qui améliore
empiriguement I’équité au détriment de la précision.
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Manipulation des données observées

Feldman et al. 2015 ont proposé de manipuler les dimensions individuelles des données x d’une
maniére qui dépend de I'attribut protégé p. L'idée est d’aligner les distributions cumulatives Fj|x]
et Fi[x] pour la caractéristique x lorsque I'attribut protégé p est respectivement 0 et 1, sur
une distribution cumulative médiane F,,[x]. Cette méthode est similaire a la normalisation des
notes d’examen dans différents établissements scolaires, et est appelée “suppression de I'impact
disparate”. Cette approche présente I'inconvénient de traiter chaque variable d'entrée x € X
séparément et ignore leurs (possibles) interactions.

Manipulation des étiquettes et des données

Calmon et al. 2017 proposent de considérer une transformation ) qui transformera les paires de
données {x, y} en nouvelles valeurs de données {’, y'} d’'une maniére qui dépend explicitement de
I'attribut protégé p. Calmon et al. 2017 formulent ce probléme comme un probléme d’optimisation
dans lequel il faut minimiser le changement d’utilité des données, sous réserve de limites sur le
préjudice et la déformation des valeurs originales. Contrairement a la suppression des impacts
disparates, cette méthode prend en compte les interactions entre toutes les dimensions des
données. Cependant, la transformation randomisée est formulée sous la forme d’une table de
probabilité, ce qui ne convient que pour les ensembles de données comportant un petit nombre
de variables d’entrée et de sortie discrétes.

Repondération des paires de données

Kamiran et Calders 2012 proposent de repondérer les observations {x,y} dans I'ensemble de
données d’apprentissage afin que les cas ou I'attribut protégé p prédit que le groupe défavorisé
obtiendra un résultat positif soient plus fortement pondérés. lls forment ensuite un classifieur qui
utilise ces pondérations dans sa fonction de co(t. lls proposent également de rééchantillonner les
données d’apprentissage en fonction de ces pondérations et d’utiliser un classifieur standard.

4.5.2 Algorithmes de retraitement

Dans la section précédente, nous avons introduit la mesure de préjudice latent basée sur
I'information mutuelle entre les données x et I'attribut protégé p. De méme, nous pouvons mesurer
la dépendance entre les étiquettes y et I'attribut protégé p

P(y, p)

IP = Z]P(yap) |0gm

Y.p

gue Kamishima, Akaho et Sakuma 2011 appellent le “préjudice indirect”. Intuitivement, s’il n’y a
aucun moyen de prédire les étiquettes a partir de I'attribut protégé et vice versa, alors il n’y a pas
de possibilité de biais.

Une approche pour éliminer les biais pendant la formation consiste a supprimer explicitement cette
dépendance en utilisant 'apprentissage contradictoire. D’autres approches consistent a pénaliser
I'information mutuelle en utilisant la régularisation, en ajustant le modéle sous la contrainte qu’il
ne soit pas biaisé. Nous allons aborder brievement chacune de ces approches.
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Dé-biaisage “adversarial”

Le dé-biaisage “adversarial” (présenté dans Beutel, Chen, Zhao et al. 2017 ou Zhang, Lemoine
et al. 2018) réduit I'impact de I'attribut protégé dans les prédictions en essayant de tromper
simultanément un deuxiéme classifieur qui tente de deviner I'attribut protégé p. Beutel, Chen, Zhao
et al. 2017 forcent les deux classifieurs a utiliser une représentation partagée et ainsi, minimiser
la performance du classifieur adverse signifie supprimer toute information sur I'attribut protégé
de cette représentation. Beutel, Chen, Zhao et al. 2017 proposent une représentation pour la
classification qui était également utilisée pour prédire I'attribut protégé. Le systéme a été formé
de maniére “adversariale”, encourageant les bonnes performances du systéme mais punissant la
classification correcte de I'attribut protégé. De cette facon, une représentation qui ne contient pas
d’informations sur I'attribut protégé est apprise.

Suppression des préjugés par régularisation

Kamishima, Akaho et Sakuma 2011 ont proposé d’ajouter une condition de régularisation sup-
plémentaire a la sortie du classifieur de régression logistique qui tente de minimiser I'information
mutuelle entre I'attribut protégé et la prédiction . lls ont d’abord réorganisé I'expression du préju-
dice indirect en utilisant la définition de la probabilité conditionnelle pour quantifier le potentiel de
discrimination,

:ZIP’(Y:y|X:w,P:p)IogPIEJ;)y’ZZ; ZIP’ ylx,p) log ((l))

Ensuite, ils formulent une perte de régularisation basée sur I'espérance de celle-ci sur I'ensemble

des données :
P(y;|pi)
reg— Zzpyzlwzvpz)mg (Zy )Z
i=lyp '

ol lasomme se fait sur 'ensemble des données qu’ils ajoutent a la perte d’apprentissage principale.
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