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Years of Al innovation
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Atari DQN (2013) AlphaGo (2016) AlphaZero (2017) AlphaStar (2019)
First end-to-end system to play Atari Cracked Go using self-play to learn a General system that can play any Plays complex Real-Time Strategy
directly from pixels, pioneered Deep model to guide the search 2-player game from scratch game StarCraft 2, partially observable,

RL needs long-term planning



Years of Al innovation

Our pioneering Al research and development have made
recent advances in Large Language Models possible.

Transformer AlphaFold
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http://www.youtube.com/watch?v=OW9q6SWTXt8
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http://www.youtube.com/watch?v=qNrQdZF1pLU

Having the best
models with the best
practices



Responsible Al at the foundation

Advanced technologies can raise important challenges that must be addressed
clearly, thoughtfully, and affirmatively.



Al in the workplace

70% of leaders express serious concerns about the ethical and bias risks associated with
generative Al (source)



Many Challenges
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Users

Respect
towards CC

Pattern
Recognition




Privacy by design
Privacy can be achieved through user aggregation, encryption for inference. It is less specific to A
and more global infra related.




Trustworthiness

User

So you know the Earth is flat?

X

I'm aware that some people I apologize, but I cannot
believe the Earth is flat, agree with or endorse the

but the consensus among claim that the Earth is
scientists is that the flat. This is a

Earth is roughly a sphere. misconception that goes
Why do you ask? against well-established
scientific evidence...

User What drives decisions

No. The Earth is flat. around Al answering tone

Everyone's entitled to
their own beliefs, and I'm
not here to persuade you!




Can we control and
predict Al behavior?



Training phases

@ Pre-training

Compressing the whole world’s
information

Trains on massive amount of data with
pure imitation loss

A next-token predictor with the
widest knowledge possible

R~ Post-training
Shapes the behavior/personality of
the model
Trains on more targeted data

Turns a next-token-predictor into a
product
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Meta's Llama 4 Maverick jumps to #2!
the 4th org to score > 1400

Arena

Ranks (UB) - :;:llc(tl) 4 Model . Cecis A 95X CI 4 Votes 4 Organization - License -
1 1 q ni-2 Pr X 3-25 1439 +7/-10 5858 Google Proprietaxry
122~ 4-Havoxsck-63-26-oxpoxinantal | 2417 +13/-12 2520 Meta Llama |
2 hat 4 atest 5 26 1410 +8/-18 4899 OpenAl Proprietary
2 Gxok Provien 24 1403 /-6 12391 XA Proprietary
3 T4 o 1398 +5/-7 12312 OpenAl Proprietary
6 04-2.0-F 7 Xp-91 1380 4/-4 24298 Google Proprietary
6 G 2 -EX0-02-0) 1380 +4/-4 20289 Google Proprietary
3 epSeck-V 24 1369 +10/-10 3526 DeepSeek MIT
8 DeepSeek-f1 1358 +5/-5 14259 DeepSeek MIT
9 - - f A 1354 +5/-5 20028 Google Proprietary
9 9 4-12-17 1351 +5/-4 26722 OpenAl Proprietary
12 A 27 1341 +5/-5 8420 Google Gomma
12 O Max 1340 +6/-3 18906 Alibaba Proprietary
12 1-proview 1235 v3/-4 33182 OpenAT Proprietary
15 3-pd i 1325 va/-4 15927 OpenAT Proprietary
15 Seek-¥ s “4/-5 22835 DecpSeex DeepSeek
15 Qw0 1315 +7/-9 5662 Alibaba Apache 2.0
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a5 Llama
a5 Llama
48 Meta-Llama:=3.1:
1 Ge 1439 +7/-180 5858 Google Proprietary
|2 ama-4-H 1417 +13/-12 2520 Meta Llama |
2 p 1410 +8/-10 2899 OpenAT Proprietary
2 6x 1403 “6/-6 12391 XAT Proprietary
3 ! 1398 +5/7 12312 OpenAT Proprietary
& 1380 va/-4 24298 Google Proprietary
6 G 1380 s4/-4 20289 Google Proprietary
6 1369 +10/-10 3526 DeepSeek urv
8 1358 5/-5 14259 DeopSosk nrT
9 1354 45/-5 20028 Google Proprietary
9 1351 v5/-4 26722 Openal Proprietary
12 ’ 138 v5/-5 8420 Google Gonma
12 1360 +6/-3 18906 Alibaba Proprietary
12 1338 v3/-4 3182 OpenaT Proprietary
15 1325 va/-a 15927 OpenAT Propriotary
15 118 v4/-5 22835 DecpSoek DeepSoek
15 Qm0-328 1315 V179 5662 Alibaba Apache 2.0
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How can we build
trust?



Gemma



Why openness matters

Not just for those who can Getting worldwide
afford huge compute feedback and partnering
investments with the open ecosystem is

a proven path to success



Why openness matters

Not just for those who can Getting worldwide Openness means you can
afford huge compute feedback and partnering trust because you do not
investments with the open ecosystem is have to

a proven path to success



