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public Keycode moveUp = KeyCode. W;
public Keycode movedown = KeyCode. S;

public float speed = 10.0f ;
public float boundy = 2.25f ;

private Rigidbody2D rb2d ;

void Start () {
rb2d = GetComponent<Rigidboby2D>();

void Update () {

var vel = rb2d . velocity;
if (Input.GetKey (moveUp)) {
vel.y = speed ;

}

elese if (Input.GetKey(moveDown|)) {

vel.y = - speed ;
}
else {
vely=0;
}

rb2d.velocity = vel ;

var pos = transform.position ;
if (pos.y > boundy) {
| pos.y = boundy ;

}

else if (pos.y < -boundy) {
| pos.y = -boundy ;

}

transform.position = pos ;

/402

|

FIG. 4
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public Keycode moveleft = KeyCode. A;
public Keycode moveRight = KeyCode. D;

public float speed = 10 . of ;
public float boundX = 2.25f ;

private Rigidbody2D rb2d ;

void Start () {

rb2d = GetComponent <Rigidboby2D>() ;

void Update () {

var vel = rb2d.velocity;
if (Input.GetKey (movelLeft)) {
vel.x = speed ;

}
elese if (Input.GetKey(moveRight)) {

vel.x = - speed ;
}
else {
velx=0;
}

rb2d.velocity = vel ;

var pos = transform.position ;
if (pos.x > boundX) {
| pos.x = boundX ;

}

else if (pos.x < -boundX) {
| pos.x = -boundX ;

}

transform.position = pos ;
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FIG. 5
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INTEROPERABLE COMPOSITE DATA
UNITS FOR USE IN DISTRIBUTED
COMPUTING EXECUTION ENVIRONMENTS

BACKGROUND

Computing execution environments, such as distributed
video game environments, bot networks, and complex finan-
cial transaction environments have become ubiquitous. In
many such environments, participants can be represented as
an object with privileges and characteristics. For example, in
a video game environment, a player avatar may have specific
capabilities, such as speed, agility, and strength. The capa-
bilities associated with the player avatar can be stored within
the execution environment. However, each environment has
its own formats and protocols. Further, these environments
must have a centralized trusted authority that is the keeper
of the data. Accordingly, use of the objects must remain in
the creating execution environment and activity in other
environments does not, and cannot, affect the object. Fur-
ther, the need for a trusted party prevents implementation of
such objects on decentralized computing execution environ-
ments, such as blockchain networks and other distributed
ledger technology (DLT).

BRIEF SUMMARY

Disclosed implementations provide executable models,
such as artificial intelligence models that can be owned,
traded, and used in various execution environments. By
coupling a model with a strictly defined interface definition,
the model can be executed in various execution environ-
ments that support the interface. Coupling the model with a
non-fungible cryptographic token allows the model and
other components to be owned and traded as a unit. The
composite data structure representing the model is referred
to as a “composite unit” herein. The tradeable composite
units have utility across multiple supported execution envi-
ronments, such as video game environments, chat bot envi-
ronments and financial trading environments. Additionally,
the interface allows for the creation of pipelines and systems
from multiple complementary composite units.

An aspect of the invention is a method for creating a
composite data structure recorded on non-transitory com-
puter readable media for providing a computation model that
can be implemented in multiple execution environments, the
data structure comprising: a model module specifying model
code that, when executed by a computer processor, causes
computation on data in accordance with the computation
model; an interface definition module including a pointer to
an interface definition associated with the computation
model; and a non-fungible token module including a pointer
to a non-fungible token associated with the computation
module, where the non-fungible token is stored on a decen-
tralized ledger.

Another aspect of the invention is the use of the composite
data structure within and execution environment.

Another aspect of the invention is a system including an
execution environment for using the data structure.

BRIEF DESCRIPTION OF THE DRAWING

The foregoing summary, as well as the following detailed
description of the invention, will be better understood when
read in conjunction with the appended drawings. For the
purpose of illustrating the invention, there are shown in the
drawings various illustrative embodiments. It should be
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understood, however, that the invention is not limited to the
precise arrangements and instrumentalities shown. In the
drawings:

FIG. 1 is a schematic representation of the structure of a
composite unit in accordance with disclosed implementa-
tions.

FIG. 2 is an example of code for an interface definition in
accordance with disclosed implementations.

FIG. 3-1 is a schematic illustration of linking between
composite units and an input value matrix in accordance
with disclosed implementations.

FIG. 3-2 is a continuation of FIG. 3-1 and is a schematic
illustration of linking between composite units and an input
value matrix in accordance with disclosed implementations.

FIG. 3-3 is a continuation of FIG. 3-1 and FIG. 3-2 and
is a schematic illustration of linking between composite
units and an input value matrix in accordance with disclosed
implementations.

FIG. 4 is an example of a code snippet of the model code
in accordance with disclosed implementations.

FIG. 5 is another example of a code snippet of the model
code in accordance with disclosed implementations.

FIG. 6 is a table illustrating an input value matrix accor-
dance with disclosed implementations.

DETAILED DESCRIPTION

Certain terminology is used in the following description
for convenience only and is not limiting. Unless specifically
set forth herein, the terms “a,” “an” and “the” are not limited
to one element but instead should be read as meaning “at
least one.” The terminology includes the words noted above,
derivatives thereof and words of similar import.

The composite units in accordance with disclosed imple-
mentations provide trade-ability, interoperability and com-
posability of models, such as artificial intelligence that can
be implemented in various execution environments and
moved from one execution environment to another. By
coupling an execution model with a strictly defined interface
definition, the composite unit allows multiple execution
environments to implement support for the interface and for
other models to fit into that interface. The result is the ability
to own and trade composite units that have utility across
multiple supported execution environments. Additionally,
the interface allows for the creation of pipelines and systems
from multiple complementary composite units.

A composite unit in accordance with disclosed implemen-
tations includes 3 components:

Execution Model: a specification of executable code
implementing the model (e.g., a content addressed
URL where an executable code Al model is stored and
accessible);

Interface Definition: a specification of inputs accepted by
the model and outputs of the model (e.g., a content
addressed URL where an interface definition for the
relative model is stored and accessible).

Blockchain Reference: A pointer to a Non-Fungible
Token (NFT) corresponding to the model and stored on
a decentralized computing network, such as a block-
chain or other distributed ledger technology.

FIG. 1 illustrates the architecture of a composite unit in
accordance with disclosed implementations. Composite unit
100 includes content addressed model 102, interface speci-
fication 104, and token pointer 106 (which associates the
composite unit 100 with an NFT stored on decentralized
ledger 110. Note that elements 102, 104, and 106 are data
elements stored on non transient computer-readable media



US 12,321,724 B2

3

as a data structure. The elements can be linked in various
manners, such as with pointers, by being stored in a single
data structure, through relational tables, or the like. Also, the
elements can store the corresponding data or code, or can
otherwise specify the data or code through a URL or other
address, a link, or the like. For example, content addressed
model 102 can include the model code for executing the
model or, as illustrated in FIG. 1, include an address to the
storage location of the model code. Decentralized ledger 110
can be part of a decentralized environment such as a
blockchain network. The NFT is a unique token that can be
used to identify and represent ownership of composite unit
100, regardless of the executing environment in which
composite unit 100 is being used at the time.

As a simple example of composite unit 100, consider the
classic computer game PONG™. An example interface
definition for a composite unit for the computer game
PONG™ is shown in FIG. 2. As illustrated in FIG. 2, the
input, from the most recent N (N=2 in this example) frames
of game play are shown at 202 and 204. The inputs include
x and y positions of the ball, and each player’s paddle, from
which the following can be deduced:

Ball position, speed, and trajectory;

Opponents paddle position, speed, and trajectory; and

Player’s own paddle position, speed, and trajectory.

The output of the interface in this example is the player’s
paddle movement instructions for the next frame, as shown
at 206. The x and y values will be added to the current
player’s paddle position.

By defining a strict interface for model inputs and outputs
the models can be deployed across multiple environments
that provide support for that interface. The constraints of
standard PONG™ are very simple and the physics are linear,
but this interface could be applied to multiple variants with
different constraints and physics. By tweaking the number
frames taken as input, models could be trained for a game
variant with more complex constraints and non-linear phys-
ics. The disclosed implementations can be used to create a
diverse ecosystem of competitive PONG™ tournaments
where Al models are trained to compete across the field in
different variants of the game. Disclosed implementations
can be applied to more complex environments in gaming
and beyond as described in examples below.

Composite units can be linked across execution environ-
ments (referred to as “arena’s” herein) via an input value
matrix which is a data structure containing a set of values
that can be mapped to input variables within the arena and
composite unit. This allows both consistency and flexibility
in how the composite units are deployed by providing a
single input reference but giving the arena developers the
choice on how they are mapped. Arenas can refer to any
environment the composite unit might interact with,
examples include a level within a video game, an entire
game, a trading bot, and/or a single interaction. “arena
agents” are the code that executes the outputs of the com-
posite unit.

FIG. 3-1, FIG. 3-2, and FIG. 3-3 illustrate multiple
composite units, one for each arena, coupled to an input
value matrix. Each composite unit, 300a, 3005, and 300c in
this example, has a corresponding arena agent 302a, 302b,
and 302c. Input value matrix 304 is coupled to each com-
posite unit through the corresponding arena agent.

A very simple example input value matrix, in table form,
is set forth below.
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Value 2
Value 3

AN W

With respect to the video games PONG™ and SPACE
INVADERS™, application of the input value matrix might
be as follows. In PONG™, an arena developer might want
to add a constraint to the agent for maximum paddle speed,
this can be achieved by mapping Value 3 in the input value
matrix to the speed variable within the controller script,
which can be part of model of the corresponding composite
unit 100 (see FIG. 1). A snippet of an example of model code
which controls movement of the paddle is illustrated in FIG.
4. The speed variable is indicated at 402. In an example
relating to SPACE INVADERS™, an arena developer might
want to add a constraint to the agent for maximum speed of
the space craft by mapping Value 3 to the input value for the
variable speed, indicated at 502, within the controller script
shown in FIG. 5 (which is an example of a snippet for
controlling space craft movement in the game).

The input value matrix described with respect to FIG. 3-1,
FIG. 3-2, FIG. 3-3, FIG. 4 and FIG. 5 is a very simple
example for illustrative purposes. FIG. 6 illustrates a more
complex input value matrix 600 in accordance with dis-
closed embodiments. At least some of the variables in the
input value matrix 600 represent attributes of a player entity
in a video game. In the example of FIG. 6, a set of variables
can be related to a category of attributes. For example,
attributes 602 represent strength of the player entity with
respect to the relevant arena, attributes 604 represent intel-
ligence of the player entity with respect to the relevant arena,
and attributes 606 represent agility of the player entity with
respect to the relevant arena. Each set of values in input
value matrix can be mapped to an array of variables in model
code or each variable can be mapped to an individual
variable in the model code. The input value matrix can be
randomly generated and each game developer can designate/
tag areas of the matrix as corresponding to specific skills.
Tags can be associated with each area and game developers
can leverage the tags created by previous developers to
create a similar skill set for a similar game. Developers of
different types of games may choose to create and or use a
set of tags that is very different from a set of tags for a
different game. Therefore, the input value matrix can be a set
of values and associated TAG cloud(s) that can be used/
grouped/tagged as desired. The game developer can decide
which tags to use based on the type of game and desired play
characteristics, but likely would want to be consistent with
other similar games.

As noted above, the composite unit in accordance with
disclosed implementations can be applied to video games.
Disclosed implementations of a gaming platform and pro-
tocol example are described in greater detail below. The
platform allows users to mint game player entities (referred
to simply as “players” below) and upgrade their statistics,
earn, buy, and sell them as NFTs within the ecosystem. The
model code incorporates machine learning to create a
“brain” that can change and adapt within, and as a result of,
gameplay.

The protocol and platform allow multiple games to be
created by developers to interact with players. Different
players can have different levels of various relevant skills
(such as strength, speed, intelligence, . . . ). A player may be
an interactive intelligent non-player character (NPC) in a
game with human backed players. An NPC is character or
other entity in a game that is not controlled by the person(s)
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playing the game. A player can be defined by 3 parts, the
base “frame”, a “form” defining the player’s aesthetic and
attributes (for example, the frame and form can be in the
form of the input value matrix defined above), and a
trainable “brain” (for example in the form of the executable
model described above. A user can create new players by
minting a new NFT Pack including these components with
default attributes. Some frames, forms and/or brains will
contain rare attributes or may start from a higher level in
their potential meaning, for example, that the corresponding
player is a faster learner who take less time to reach the
pinnacle of certain skills.

To play a game, a frame, form, and brain are selected and
linked to one another. With gameplay each component will
be modified in unique ways. The combination of frame, form
and brain impact the learning model and can produce an
extremely large set of decision making processes and com-
binations in the specific machine learning model storage for
the player (i.e., the brain). Simply attaching a “more
advanced” brain or “more capable” form to a frame might
not immediately result in a superior player because a brain
that has been trained to use a form with certain attributes will
need to relearn when combined with a form with different
attributes or with different values for those attributes. Even
two frames with forms and brains with identical attributes
might also develop totally different training in the brain
model based on game play. This allows for an enormous
universe of unique “personalities” to develop.

This model of separating attributes and attribute values,
which can be attached and detached from a frame, allows
users to design the ultimate strategy by combining unique
parts of the player from different frames, forms and brains.
Significantly, this structure allows a user to choose a form
for a specific arena or a brain for a specific task or strategy
or when facing a specific opponent. Each form or brain can
be categorized, for example, as 1 of 5 types; Defective,
Common, Rare, Epic, and Legendary. The Players can be
defined using a .yaml file that holds the attributes and is
stored using IPFS. YAML is a serialization language that is
often used as a format for configuration files as a replace-
ment for languages like JSON. IPFS is a well-known peer-
to-peer hypermedia protocol. YAML is only one example of
a file structure/format that could be used to store data
defining a player and attributes. As a result of this configu-
ration, “memories” are immutable, decentralized, and can be
linked specifically to an NFT.

A frame includes a set of universal attribute values
assigned at minting. The values can start low but could be
upgraded by completing tasks in the platform and/or pur-
chasing boosts with the platform currency. For example, the
frame attribute values can correspond to:

Strength;

Fitness;

Speed;

Dexterity;

Intelligence;

Charisma;

Perception;

Luck; and/or

Size

Forms can be game-specific and can have attribute values
providing additional skills or attributes, to modify skills and
attributes, for a specific task, such as a game against a
specific opponent. In order to enter an arena, an arena
specific form can be required to be attached to the frame.
This allows a frame to participate in multiple arenas if it has
multiple forms.
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Forms can also contain multipliers of frame stats that might
be useful for a specific arena. These can be randomly
assigned and can include rare attributes. Once a form is
minted, games can upgrade skill levels internally through
mapping multipliers or the like.

Brains can be defined as frames, i.e. a memory address
associated with an NFT and storing the code for executing
a learning model. Brains can be used with various forms.
However, a new form may require the brain to learn how to
use the modified attributes and attribute values specified
therein. Brains also have attributes which can boost the
attached frame and might be more useful to a specific
arena(s). Frames can contain multiple memories which store
the training for a specific learning model and form combi-
nation to thereby allow training for several combinations for
a specific arena.

In order for a brain to learn, it needs to be trained through
activity, e.g., game play. Training can be accomplished in a
“gym” platform. A “gym”, as used herein, can be a GPU-
powered machine learning model trainer. The model is
influenced by the attributes associated with the player NFT.
As the learning model of the brain uses a neural network, the
specific outcomes of training a specific player are unique.
Players are able to model their attributes by training at a
gym, which in turn makes their Al better at playing the
game. Each player can have an .onnx file that is updated
each time they train at the gym. ONNX is an open format
built to represent machine learning models. Training at the
gym can be a process similar to mining cryptocurrency,
where GPUs are used to train the unique brain of your NFT.
The protocol can provide an incentive to those who host the
gym as the users of the gym can be required to pay for gym
usage. During a gym session a user will be able to see their
player improve, by monitoring the attributed through a file
viewer for example, and be able to end the session once their
decided outcome is achieved.

Users can connect to a game using their web3 wallet. The
user then selects a player which is a combination of frame,
form, brain and memory. Multiple players can be selected to
create a team in the case of team play such as football. Two
teams are required for a match/game. The game starts and
the players are loaded, the game checks to ensure that NFT
associated with the combination of frame, form, brain and
memory is owned by the user when they enter the arena. The
two sides compete to score enough winning points/goals in
a specific time period.

The output of this result can be stored on a distributed
ledger, such as a blockchain network against the record of
the relevant NFTs. This enables an ecosystem of economic
incentives and activities to develop around the players and
the outcomes of Games. Game, player, and team stats can be
displayed in various manners. Users can view an inventory
of their frames, forms and brains as well as the makeup of
their players and how the stats impact the players. A user
interface can be provided to allow players to be modified by
attaching a combinations of frames/forms/brains. Users
could wager on the outcome of games or rent a team to play
a match or borrow a player to upgrade their team.

The platform includes a distributed ledger having a native
token to be used for the payments noted herein. The token
can be mined using a liquidity mining event. Once a user
holds a native token, the user can use the native token to
mine (or buy) a pack of a frame/form/brain combination.
Packs will have a random chance of spawning a rare
component of each. Mining can be based on a fair distribu-
tion curve, and a minimum stake can be required to mine a
pack. The time it takes to mine can be reduced based on a
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user’s staked amount. This allows early or strong supporters
to benefit as well as later or smaller supporters to participate.

To make the game fair even for smaller participants, an
increase in stake need not necessarily increase your indi-
vidual chance of getting a rare attribute upon minting of an
NFT. However, larger stakeholders could be able to mine
more packs in the same amount of time with respect to
smaller stakeholders. Packs can be released in editions and,
over time, editions can contain new attributes as the models
evolve or some editions may contain limited runs. However,
because the performance of a player is determined by its
training and experience even a “low” spec character has a
chance of developing a winning capability/strategy. The
native token can also be used for the payments between
providers of GPUs to gyms and users of those gyms. Native
tokens can also be used to purchase players from other users,
to buy access to an arena, or to purchase cosmetic items or
loot boxes for players.

Various known technology platforms and protocols can be
used in connection with the disclosed implementations. The
NFTs can be minted using the ERC-1155 token standard.
Such NFTs are specifically for gaming and enable more
efficient trade and transfer on the Ethereum network than is
possible through ERC-721 alternatives.

CHAINLINK™ RNG (Random Number Generator) and
VRF (Verified Randomness Function) can be used to pro-
vide randomness both in game mechanics (such as a coin
toss for where the ball starts) and in minting mechanics for
rare attributes associated with the NFTs. The Chainlink
oracle network can also be used to enable the NFTs to have
dynamic attributes which build up during game play. SYLO
protocol, an ecosystem made up of digital consumer wallet
software, applications, infrastructure & developer tools, can
be used for in game chat and marketplace chat as well as for
NFT wallets. IPFS can be used for storing the memories
associated with an NFT and ensuring the brain in a game is
using the correct NFT. UNITY can be used for the game
engine.

The specific examples described above relate primarily to
video games. However, the disclosed implementations can
be applied to various applications and the “player” entity
could be, for example, a chat bot (to give an individual
personality to an online friend), a personal assistant that is
truly personal, and/or a trading bot which acts on behalf of
its owner or its community to accomplish transactions in
accordance with a dynamic trading strategy. Any task that
could be completed by an intelligent automated agent could
be accomplished using the disclosed implementations.

It will be appreciated by those skilled in the art that
changes could be made to the disclosed implementations
without departing from the broad inventive concept thereof.
It is understood, therefore, that this invention is not limited
to the disclosed implementations, but it is intended to cover
modifications within the spirit and scope of the present
invention as defined by the appended claims.

What is claimed:

1. A non-transitory computer readable media for provid-
ing a plurality of computation models that are each imple-
mented in a respective arena environment, the data structure
including software modules recorded thereon and, for each
computation model, the modules comprising:

a model module specifying an Al model that, when
executed by a computer processor, causes computation
on data to accomplish a corresponding task;

an interface definition module including a pointer to an
interface definition associated with the computation
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model that is used by a corresponding one of the
respective arenas to communicate with the model code;
and

an arena agent coupling each model module to a data

structure containing a set of values that are mapped to
input variables within each of the respective arena
environments, whereby the data structure links the
agent with other agents across the arena environments;

a token module including a pointer to a unique token

associated with the computation module.

2. The non-transitory computer readable media of claim 1,
wherein the interface definition specifies a finite set of inputs
and outputs for the computation model.

3. The non-transitory computer readable media of claim 2,
wherein the task is at least one of a chat bot task, a personal
assistant task, a financial transaction task and/or a task
related to activity of an entity in a video game.

4. The non-transitory computer readable media of claim 1,
wherein the token is a non-fungible token stored on a
decentralized ledger.

5. The data structure of claim 4, further comprising an
input value matrix which holds multiple values that are
mapped to input variables within the model code and
wherein the multiple values of the input value matrix are
used to train the learning module.

6. The non-transitory computer readable media of claim 1,
wherein the values are changed as a result of activity of the
AI model.

7. A method for creating a composite data structure
recorded on non-transitory computer readable media for
providing a plurality of computation models that are each
implemented in a respective arena environment, the method
comprising:

providing a model module specifying model code that,

when executed by a computer processor, causes com-
putation on data in accordance with the computation
model;
providing an interface definition module including a
pointer to an interface definition associated with the
computation model that is used by a corresponding one
of the respective arenas to communicate with the model
code; and
an arena agent coupling each model module to a data
structure containing a set of values that are mapped to
input variables within each of the respective arena
environments, whereby the data structure links the
agent with other agents across the arena environments;

linking the computation model with a non-fungible token
stored on a decentralized ledger.

8. The method of claim 7, wherein the interface definition
specifies a finite set of inputs and outputs for the computa-
tion model.

9. The method of claim 8, wherein the computation model
represents activity of an entity in a video game.

10. The method of claim 7, wherein the model module
includes the model code.

11. The method of claim 7, wherein the model code
includes a learning module.

12. The method of claim 11, wherein the learning module
is an artificial intelligence model.

13. The method of claim 11, further comprising providing
an input value matrix which holds multiple values that are
mapped to input variables within the model code and
training the learning module with the multiple values of the
input value matrix.
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14. The method of claim 7, further comprising providing
an input value matrix which holds multiple values that are
mapped to input variables within the model code.

15. The method of claim 7, wherein the interface defini-
tion specifies actions that can be taken by the entity.

16. The method of claim 15, wherein the values represent
attributes of the entity.

17. The method of claim 16, wherein the values are
changed as a result of entity activity.
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