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Chapter 5

Bayesian Hierarchical/Multilevel Models
for Inference and Prediction Using
Cross-System Lake Data

Craig A. Stow, E. Conrad Lamon, Song S. Qian, Patricia A. Soranno and
Kenneth H. Reckhow

Abbreviations AIC — Akaike’s Information Criterion, ANOVA — Analysis of
Variance, BCART - Bayesian classification and regression tree, BIC -
Bayesian Information Criterion, CART - Classification and Regression
Tree, DIC — Deviance Information Criterion, LIL — Log Integrated likelihood,
MCMC - Markov Chain Monte Carlo, MLE — Maximum Likelihood Esti-
mator, SBC — Schwarz’s Bayesian criterion, TP — Total phosphorus

5.1 Introduction

Cross-system studies are commonly used for large-scale ecological inference
(Cole et al. 1991). Many processes change slowly within a particular ecosystem,
thus long time periods can be required to measure how changes in one process
may influence changes in another. By using data from many systems researchers
essentially substitute space for time, assuming commonality among the systems
being compared. Comparing characteristics among systems helps researchers
identify patterns that provide clues for understanding ecosystem function,
generate testable hypotheses, and isolate cause—effect relationships.

In limnology, cross-system studies have been widely applied, in part because
lakes are relatively discrete ecosystems with tangible boundaries, making their
properties straightforward to evaluate and compare. Additionally, many
important lake attributes, such as trophic status, can be well-approximated by
a small number of quantitative measures. In the 1960s and 1970s cross-system
lake comparisons were influential in resolving the limiting nutrient debate. The
work of Richard Vollenweider, in particular, popularized this approach, and
led to nutrient loading concepts that are still widely applied in aquatic ecosys-
tem management (Vollenweider 1968, 1969, 1975, 1976).
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Early efforts to quantify relationships among lakes may have been largely ad
hoc; electronic calculators were not widely available until the mid-1970s and
access to fast computers was limited. Thus, even relatively simple models like
linear regression and ANOVA were tedious to compute for more than a small
number of observations. With the increasing availability of fast, inexpensive
computing power researchers began to use cross-system lake data to develop
mathematical relationships useful for quantifying limnological processes and to
build models for decision-making (Reckhow and Chapra 1983).

The use of cross-system data for lake-model development has also been
fostered by a general lack of extensive long-term data from individual lakes.
However, individual lake behavior can be idiosyncratic — highly dependent on
features such as the landscape setting in which the lake is located (Stow et al.
1998). Thus, models developed from cross-system data may not accurately
capture the behavior of a particular lake. Because management decisions are
typically made on a lake-by-lake basis, it is arguably preferable to construct
lake-specific models to support management actions such as Total Maximum
Daily Loads (National Research Council 2001). Nevertheless, with some excep-
tions (Stow et al. 1997, Lathrop et al. 1998), relatively few lakes have been
sufficiently well-monitored to provide adequate data for individual model
development. This is particularly true in lake-rich states in the US and other
regions of the world where limited resources prohibit intensive data collection
on more than a few lakes.

Additionally, data representing a range of conditions are necessary to assess
the functional form of a model and estimate model parameters. Individual lakes
in approximately steady-state conditions are unlikely to generate data of suffi-
cient variance for accurate model estimation even over long time periods. In
such cases extrapolation beyond the observed conditions may be required to
predict the likely changes that will occur under alternative management actions,
resulting in considerable predictive uncertainty. Thus, even if many years of
data are available for a particular lake, augmenting the lake-specific data with
data from other lakes can increase predictive accuracy for the lake under
consideration.

Building models for prediction from cross-system data is based on the suppo-
sition that the relationship between the response and predictor variables is the
same for all the lakes used to estimate the model. While this presumption is never
exactly correct, most modelers implicitly hope that it is close enough to the truth
to make useful inferences and decisions. A popular strategy to increase the
likelihood of similar behavior is to group lakes based on common attributes.
Features used to categorize lakes have included lake type (natural vs. reservoir),
geographic setting, and geomorphology (Canfield and Bachman 1981, Reckhow
1988, Malve and Qian 2006) and models based on such groupings are then used
for individual lake forecasts (Hession et al. 1995). The goal of this strategy is to
“borrow” information from other similar lakes to increase the accuracy of pre-
diction for a particular lake, so that the risk of making a bad decision is
acceptably low.
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But are models developed from a cross-section of lakes sufficiently accurate
to make good management decisions for an individual lake? Moreover, how
uncertain can a model be and still be useful for effective management decision-
making? The answer to these questions is context specific, depending on the
stakes associated with the pending decisions. If the consequences of a poor
decision are not very severe, high model uncertainty may not matter much.
Alternatively, in high-stakes decision situations, models with large uncertainties
may not differentiate the likely outcomes of one management alternative from
another, providing little basis for selecting a management option.

Given a choice of models, a decision-maker is likely to use the model with the
lowest uncertainty. A model that provided correct forecasts 98% of the time
would be a clear choice over one that was accurate only 75% of the time. With
98% accuracy, management actions could be chosen based only on the societal
value of the consequences of those actions. A model with higher uncertainty
may still be informative, but applying this model requires decision-makers to
hedge their decisions by considering a range of possible outcomes, based on
knowing how uncertain the model is. Therefore, while uncertainty may arise
from a lack of knowledge, quantified uncertainty provides information that is
useful for both picking the best model and applying that model for decision
support.

Often, however, decision-makers are given models or model results with no
supporting information regarding uncertainty — providing an illusion of preci-
sion (Pappenberger and Beven 2006). How is this information useful for high-
stakes decisions?

Uncertainty is typically expressed as a probability statement. The term
probability has several interpretations; the most widely appreciated is the
long-term relative frequency of a particular event. Coin-flipping is a common
example of this probability notion. The probability of flipping a coin and
obtaining “heads” is approximately 50% — meaning that if a coin is flipped
enough times approximately 50% of those flips will result in the coin landing
heads-side up. Another interpretation of probability is that it represents a
degree-of-belief (Winkler 2003). If an individual is presented with a coin and
asked the probability that the coin will land heads-side up when flipped, it is
likely that the response will be: “approximately 50%7. In this instance there is
no long-term relative frequency involved, in fact the coin has not been flipped
even once yet. The response “50%” represents the respondent’s degree-of-belief
that the coin will land heads-side up. This belief is based on prior experience
resulting in knowledge of what usually happens when a coin is flipped. If the
respondent had reason to believe that they were being tricked with a coin that
had been engineered to produce heads they might indicate 90 or 95%. Thus, the
degree-of-belief notion of probability is a quantification of the confidence an
individual has in the occurrence of a particular result.

These two notions of probability are not mutually exclusive; in fact they can
be reconciled using Bayes theorem:
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n(0]y) = _TO10) (5.1)
Jym(0)f(v]0)do

The interpretation of Bayes theorem is that prior beliefs (those held before
the experiment), represented by 7(#), are combined with new information from
the experiment, contained in the likelihood function, which is represented by
f(y | 0), to obtain posterior beliefs, represented by n(6 | ). For most practical
applications, the denominator on the right side of the equation can be regarded
as a scaling constant and essentially ignored.

If, for example, before flipping a coin we believed that the probability of
heads was 50%, and in our experiment of 100 flips we obtained 50 heads and 50
tails our belief would be unchanged; the posterior belief would be the same as
the prior belief. If, however, the coin-flipping experiment resulted in 95 heads it
is likely that our posterior belief in the probability of heads would move toward
95%, depending on whether or not we thought the 95 head outcome was typical
or accidental.

While Bayesian approaches have been known in ecology and the environ-
mental sciences for some time (Reckhow 1990), they are being increasingly used
(Ellison 2004), in part because they have only become practically feasible since
the widespread availability of fast, inexpensive computers. Many models are
analytically intractable in a Bayesian context, particularly nonlinear models or
models with more than just a few parameters to be estimated. Using a Bayesian
approach in such cases was virtually impossible until recently. But the advent of
cheap computing has fostered the development of algorithms that provide
precise numerical approximations for most problems, making the routine
application of Bayes theorem a practical option.

Bayesian approaches are not new; their use predates what are often referred
to as “frequentist” or “classical” methods, which were developed in the early-
mid 1900s (Salsburg 2001). Classical approaches are what most ecologists have
been trained in since the 1960s, and usually involve setting up a null hypothesis,
then performing a “significance test” to evaluate the validity of the null hypoth-
esis. Many textbooks present classical methods as a coherently conceived
approach to scientific inference, and their application has become deeply
engrained in ecology. Thus, many ecologists perceive them to be inviolate
rules that govern the way science is properly conducted, and finding “signifi-
cant” results has become an end in itself rather than a means to an end. In fact,
classical significance testing arose from a somewhat rocky fusion of two con-
trasting schools of thought, contributing to considerable confusion among
applied scientists when interpreting their results, as p-values and significance
levels are often interpreted to be synonyms (Hubbard and Bayarri 2003,
Hubbard and Armstrong 2006).

Working in a Bayesian framework offers distinct advantages over a classical
null hypothesis testing framework. A Bayesian approach provides a posterior
probability distribution for the model parameters, (6 | y), which indicates the
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relative probabilities of all possible values of #, conditional on the observed
data, y. This posterior distribution can be used to support a wide range of
decisions applying many possible decision criteria. Predictions for y are made
by evaluating the model over the entire posterior parameter distribution, result-
ing in a predictive probability distribution for future y values.

Classical null hypothesis testing approaches are much more constrained. The
decision to be made is to either accept or reject an a priori null hypothesis, and
the decision criterion is chosen to minimize the chance of accepting a false null
hypothesis. Acceptance or rejection of the null hypothesis is based on a p-value,
which is the probability of obtaining results at least as extreme as the observed
data, conditional on the null hypothesis being true. Many researchers find
p-values (symbolically expressed as n(> y | 0) where 6 is typically zero) confus-
ing, often misinterpreting them to convey the same information as a posterior
distribution.

Bayesian approaches are sometimes disparaged as subjective because of the
need to provide prior information regarding parameter values (Dennis 1996),
but in fact modelers often fix parameters at specific values based on precedent,
published literature values, or expert-judgment, and this practice is rarely
criticized. Bayes theorem offers modelers considerably more flexibility. If a
parameter value is well-known then a fixed value can be used, but if the modeler
has very little prior information regarding a parameter value, or wants the
posterior distribution to be determined by the data, then a non-informative or
vague prior distribution can be chosen. Non-informative priors typically have a
large variance, thus they convey minimal information about the value of a
model parameter. Alternatively, semi-informative priors, with intermediate
variances, can be used for parameters that are not known precisely, but are
likely to be within a limited range (Stow and Scavia 2008). In any case, prior
specification in Bayes theorem is explicit, allowing other researchers the oppor-
tunity to evaluate the sensitivity of model-based inferences to the choice of
the prior.

5.2 Multilevel/Hierarchical Models

Although lake management decisions are usually made on a lake-by-lake basis,
the scientific information for such decisions is often based on cross-system
data. On one hand, a model developed using data from multiple lakes will
almost certainly be less accurate for a specific lake, because the model repre-
sents the average of the lakes. On the other hand, a model based only on lake-
specific data will have a large uncertainty because of the small lake-specific
sample size. Multilevel models provide a rigorous framework to systematically
combine information from several sources and appropriately weight the group-
specific or lake-specific information depending on the degree of similarity to
other groups or lakes in the data set.
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In a multilevel model, parameters representing individual lakes, or groups of
lakes, are given a probability structure. For example, within a lake, observa-
tions of a response variable, such as chlorophyll a concentration, exhibit a lake-
specific mean, and a certain level of within-lake variability. If the within-lake
variability is expected to be similar for lakes belonging to the same group, then
the between-lake variability can be expressed in terms of the variability among
the lake-specific means. This variability among lake-specific means can be
modeled with a normal (or other) distribution and the parameters of this
distribution can be estimated from the cross-system data. In some cases, obser-
vations may be nested — there may be distinct basins within lakes, lakes within
similar groups, groups within a region, etc., and the probability model captur-
ing each of these levels of variability assumes a hierarchical configuration.

To explain the difference between the multilevel approach and more tradi-
tional approaches, we use a simple example of estimating lake-specific means of
a response variable. Mathematically, we would model this between and within-
lake variability using a model similar to an ANOVA model

yijNN(.u“l'vUz)v (52)

where y;; is the jth observation from the ith lake, y; is the mean of the ith lake
and ¢ is the variance of the observations. When individual lakes are modeled
separately, each p; is estimated to be a lake-specific mean. When cross-system
data are used, all lakes implicitly share the same mean. The multilevel approach
is a compromise between these two extremes. It treats each individual lake as a
separate entity, but the lake-specific means are structured to share the same
prior distribution:

Hi~ N(/‘vfz)ﬂ (5.3)

where  and 7* are the mean and variance, respectively, of the z;. By using a
shared prior distribution of all lake-specific means, the multilevel model results
in at least two improvements over more conventional approaches: first, the
shared prior distribution provides a connection between individual lakes.
Because of the common prior, the lake specific means are now estimated as a
weighted average of individual lake mean and the overall mean.

o (ni/o®)7i+ (1/7)yan
Hi = (n;/0?) + (1/72) (5.4)

The weights are determined by individual lake sample size (#;), individual lake
variance (¢°), and the variance among lake-specific means (t?). When the
sample size of a lake is large, the multilevel estimated lake specific mean will
be close to the sample mean. When the sample size is small, the multilevel
estimated lake specific mean will be close to the overall mean. If there are no
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data from a lake, the multilevel estimate of the lake specific mean is the overall
mean. In addition to the sample size, the multilevel estimate also considers the
levels of between and within lake variances. If the between-lake variance () is
high, the weight on overall mean will be small, individual lake mean will be
weighted heavier, and vice versa. This partial pooling of the cross-system data
allows system specific estimates without requiring a large sample size for each
system. Second, by pooling data from multiple lakes, the uncertainty associated
with lake-specific prediction is reduced. If we refer to the cross-system
approach, where data from multiple lakes are pooled, as complete pooling of
all lakes, and refer to the separate analysis of individual lake approach as no
pooling, the multilevel modeling approach is called partial pooling of the data.
By partial pooling, we balance the information from individual lakes and the
overall average from all lakes. The individual lake data are more variable (more
uncertain) while the overall average is less variable (more certain).

Compared to the separate lake means, the multilevel-based estimates of
individual lake means are pulled towards the overall mean. Lakes with larger
sample sizes are pulled less, while lakes with smaller sample sizes will be pulled
more to the overall mean. This pulling (also known as Bayesian shrinkage)
represents a form of information discounting. If a lake with few observations,
or a large variance, has a mean chlorophyll ¢ concentration that is much higher
than the overall mean of all the lakes, we are likely to doubt the validity of the
anomalously high estimate. The multilevel estimate provides a sensible way of
discounting the information that is less trustworthy. This is consistent with the
way that Bayes theorem pools information from different sources. The informa-
tion represented in the overall mean can be seen as the prior for an individual
lake, while data from the lakes are treated as observations. Under the hierarch-
ical framework, prior distributions are typically needed for the model parameters
that are of secondary interest, thus their influence on the parameters of primary
interest is indirect and often minimal. In our case, we need to supply prior
distributions for the mean of group means of model coefficients and the within
and between group standard deviations of model coefficients. When there are
many groups, the mean of group means is of less interest and we usually do not
have much information on the within and between group standard deviations of
model coefficients. As a result, non-informative priors are used.

The multilevel approach can be readily extended to more complex models
where the variable of interest is a linear or nonlinear function of one or more
predictor variables, with unknown model parameters. In our example, lake
chlorophyll ¢ concentration is the variable of interest and we model the log of
chlorophyll a as a simple linear function of the log of total phosphorus con-
centration. The multilevel model partially pools the group data by introducing
common prior distributions for model coefficients. With this approach, the
model structure is:

log(Chla), ~ N(ux,1%) (5.52)
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and
pik = e + B log(TPy), (5.5b)
ap ~ N(a, 02), (5.5¢)
B ~ N(B,03), (5.5d)

where log (Chla); is the natural log of chlorophyll « concentration from lake i in
group k, ju is the mean of the ith lake in group k, 7> is the variance of log(Chla)
at a given value of log(TP) (assumed to be the same for all lakes), ay and 3 are
the intercept and slope parameters, respectively, for group k&, o is the mean of
the ays, B is the mean of the s, and o2, and azﬂ are the respective variances of
the ays and (;s.

Computing a multilevel model can be done in either a Bayesian or non-
Bayesian context. The non-Bayesian implementation is usually referred to as a
random, fixed, or mixed-effect model. Typical random, fixed, and mixed-effect
models use a maximum likelihood estimator (MLE) producing a result similar
to a Bayesian model using vague prior distributions for o2, o, B, 02, and O'zﬁ.
However, estimating the variances can be difficult using MLE when the number
of lakes or number of groups is small (single digit). The Bayesian method is
more flexible, especially when proper prior information is available. A Baye-
sian implementation of multilevel modeling is typically calculated using
Markov chain Monte Carlo (MCMC) simulation (Qian et al. 2003) and can
readily be programmed in WinBUGS (Lunn et al. 2000) which is a free down-
loadable software. Multilevel/hierarchical models are similar in concept to
random coefficient and empirical Bayes models which have been previously
demonstrated with cross-system lake data (Reckhow 1993, Reckhow 1996).
They can be very useful for organizing ecological data and have been used to
synthesize information in a cross-system data set of Finnish lakes (Malve and
Qian 2006).

5.3 Finding Groups in Data

As noted earlier, lake water quality models may be classified by the level of
pooling used in the estimation of their parameters, and have historically either
been developed in a lake-specific context (no pooling) or from a cross-system
study (complete pooling). The simple linear structure of a regression model does
not always apply to an entire cross-system dataset in the complete pooling
situation. There are many reasons that this may be true for lake water quality
data, including factors such as regional and local differences in climate, geol-
ogy, morphometry, land use, land cover, and food web structure. An open
question with regard to partially pooled lake models is “How do we determine
which of the above mentioned factors to use to create lake groups for pooling?”
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In some situations, a natural hierarchical structure is present in the data and
may be exploited for the purpose of assigning lakes to groups for pooling. Lakes
occur in watersheds, watersheds in ecoregions, etc. These are categorical or
factor variables, in which observations take multiple discrete values or levels
with in each factor. In such instances, it may be of interest to determine if one or
more levels of the factor may be combined to reduce model complexity. Further,
there may be thresholds, or change points, along the axes of continuous variables
that may be used to define groups (above/below threshold) for pooling.

Chipman et al. (2002) provide an algorithm to obtain models that may better
describe simple structure in cross-system data, by sub-setting the data and then
fitting separate sub-models for each subset. We used Bayesian Treed models
(Chipman et al. 2002) to determine if model predictive performance could be
improved by fitting our simple linear regression model to subsets of cross-
system lake data. Bayesian CART and Bayesian Treed models are both
enhancements to the more familiar Classification and Regression Tree
(CART) procedure (Breiman et al. 1984). Bayesian Treed Models select subsets
of observations on partitions of the matrix of predictor variables for which
linear models are estimated. Further, they identify subsets of the predictor
variables for which linear model performance is improved as measured by
predictive log integrated likelihood (LIL). Chipman et al. (2002) provide full
details regarding Bayesian Treed models.

Use of Bayesian CART (Chipman et al. 1998) and Bayesian Treed models
(Chipman et al. 2002) allows predictors to work together in a nonlinear, non-
additive fashion by virtue of their tree-based structure, because the disjoint
partitions on the predictor space provide for global non-linearity and non-
additivity, even though model structure may be locally linear (and additive).
We begin our discussion of methods with a general discussion of tree based
methods, followed by a more specific description of Bayesian CART and
Bayesian Treed models.

5.3.1 Tree-Based Models

Tree-based models are useful for classification and regression problems in
which the analyst cannot (or does not want to) specify a priori, the form of
important interactions between explanatory (or independent) variables (Clark
and Pregibon 1992). Tree models are easy to interpret, invariant to monotone
transformations of the predictors, and able to capture interaction effects among
the independent variables (non-additivity). Tree-based models made their first
appearance in the statistical literature due to Sonquist and Morgan (1964).
Much of their recent development is due to the work of Breiman et al. (1984).
Because they are a computationally intensive procedure, their use has grown
concurrently with the advent of the personal computer. Clark and Pregibon
(1992) provide a description of classification and regression trees, along with
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examples. Classification and regression trees have been used in numerous
ecological studies (e.g., Magnuson et al. 1998, Lamon and Stow 1999, Qian
and Anderson 1999). Bayesian Treed Models have been used with cross sec-
tional data to link nutrients to chlorophyll a concentrations in lakes of the
continental U.S. (Lamon and Stow 2004, Freeman et al. 2008), and in Finnish
lakes (Lamon et al. 2008).

To fit a regression tree, the algorithm begins with the root (or parent) node.
The root node contains all the observations and their associated variability. The
data are split by binary recursive partitioning into increasingly homogeneous
subsets until within-node variability is below some user-specified value. A
terminal node is one that cannot be split further according to the user specified
rules. Terminal nodes are also called leaves, consistent with the tree analogy.
For every split made, the algorithm uses all unique values along the axes of each
predictor variable as candidate values for splitting the dataset.

The process starts by defining the deviance of the root node (all of the data) as:

D(p) => (yi—p)’ (5.6)

where y; are the observations within the node and y is the node mean. Then each
candidate predictor variable is examined to find a point that splits the response
variable into two new nodes, a left and right, where:

D(u) = (yi—pe)’ (5.7a)

and

D(u,) =Y (vi—pr)’ (5.7b)

are the deviances of the left (1) and right () nodes. The split that maximizes
the deviance reduction, defined as:

AD(p) = D(p) —{D(pur) + D(pur)} (5.8)

is chosen, and the process begins again at the left and right nodes. The result is
analogous to a dichotomous key where successive choices are made regarding
the value of the response variable, based on predictor characteristics.

A comparison to ANOVA provides some qualitative insight into the CART
procedure. ANOVA attempts to answer the question “Is the mean response
different among the various levels of the chosen factors?” (Chambers et al.
1992). CART searches for the levels of the factors (as defined by splits) that
have different means, and does not restrict the search to additive, globally
linear models. When there is just one predictor variable, tree models are step
functions, and with two predictors the partitions of a tree model may be plotted
on a bivariate plot of the pair of predictor variables.



5 Bayesian Hierarchical/Multilevel Models for Inference and Prediction 121

Some limitations of the method include the fact that it results in discontinu-
ities at the partition boundaries rather than providing smooth transitions
between partitions, as well as the inability to provide good approximations to
linear and additive functions. Uncertainty regarding selection of the predictor
variable upon which to partition the data, as well as the value at which to make
the split once the variable is chosen, is dealt with in CART models only one node
at a time. This decision is based on maximizing AD. Because AD is calculated
considering only the current node and the resulting daughter nodes, there may be
a split of the current node that yields a less than maximum AD in the two
daughter nodes, but provides a much better (i.e., larger) AD in subsequent splits.

5.3.1.1 Bayesian CART and Bayesian Treed Models

These limitations are addressed using the Bayesian approach to the classifica-
tion and regression tree algorithm (Chipman et al. 1998, Chipman et al. 2002).
Instead of the binary recursive partitioning approach of conventional CART
models, Bayesian CART (BCART) uses MCMC methods to explore the tree
structure. The MCMC approach is computationally more demanding than the
recursive partitioning used by conventional CART, but produces trees of lower
overall deviance.

The difference between BCART and Bayesian Treed models is the specifica-
tion of the end node model. BCART (and conventional CART) uses the mean
of yvalue in each leaf as the end node model, while a Bayesian Treed model uses
a simple linear regression. By using a richer structure on the terminal nodes, we
transfer model structure from the tree to the terminal nodes. We therefore
expect smaller, more interpretable trees to result.

It is difficult to find the “best” tree using any tree-based method. The
conventional approach to this problem is to use a “greedy” algorithm to
“grow” a tree, then “prune” it back to avoid overfitting, as in conventional
CART. These greedy algorithms usually grow a tree by sequentially choosing
splitting rules for nodes based on maximizing some fitting criterion (Chipman
et al. 1998). This approach produces a sequence of trees, all of which are
refinements of the previous tree in the sequence severely limiting the exploration
of all possible trees. In contrast, the Bayesian approach to CART consists of a
prior specification and stochastic search (Chipman et al. 1998), exploring a
much richer set of candidate trees. The Bayesian Treed models presented here
were fit using software available by download free of charge: (http://faculty.
chicagogsb.edu/robert.mcculloch/research/code/CART/index.html).

5.4 Comparing Models
Several criteria have been proposed for use in model comparison and selection.

Many proposed criteria have a component that quantifies goodness of model
fit, along with a component that penalizes model complexity. Among these
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criteria are the Akaike Information Criterion (AIC, Akaike 1973), the Bayesian
Information Criteria (BIC, Schwarz 1978), and the Deviance Information
Criterion (DIC, Spiegelhalter et al. 2002). The goodness of fit component for
all these make use of the deviance, D(y,0) = —2log[ p(y|0)], where y is response
data associated with a parameterized model, 6 are the parameters of that model,
and p(y|6) is the likelihood. Note that the likelihood is associated with a specific
set of data, y. For this reason, criteria that are based on deviance (and therefore,
on the likelihood) should be based on the same data y for all models considered.
The Akaike Information Criterion (AIC) is calculated with the formula

AIC = D(y,0) + 2p, (5.9)

where p represents the number of parameters in the fitted model. Note that the
penalty, 2p, increases with increasing complexity (number of model para-
meters), and a model with a lower AIC is preferred over a model with a larger
AIC.

The Bayesian Information Criterion, also known as Schwarz’s Bayesian
criterion (SBC), is calculated according to the formula

BIC = D(y,0) + p x log(n), (5.10)

where p again represents the number of parameters and » the number of
observations in the fitted model. As with AIC, a model with a lower BIC is
preferred over a model with a larger BIC. Functions for calculation of AIC and
BIC are readily available in the R statistical graphics package.

In the context of a Bayesian hierarchical model, the number of inde-
pendent parameters included in the model is difficult to determine, which
makes the use of AIC or BIC problematic. DIC has been proposed for
model comparison in this context. Spiegelhalter et al. (2002) show that the
effective number of parameters in a complex hierarchical model, pp, can be
computed as

pD:D(yve)_DO}ve)' (5.11)

The first term on the right is the mean deviance of the model using all of our
estimates (samples) of #, and the second term on the right is the deviance of the
model using only the mean value of our estimate of 6 (mean of our samples).
The deviance information criterion is then

DIC = D(y,0) + pp. (5.12)

As with the other criteria, a lower value of DIC is preferred over a higher value.
Spiegelhalter et al. (2002) offer guidelines for using DIC to compare competing
models similar to those suggested by Burnham and Anderson (1998) for



5 Bayesian Hierarchical/Multilevel Models for Inference and Prediction 123

interpretation of differences in AIC between models, such that models within
1-2 of the “best” deserve further consideration and 3—7 have considerably less
support. Calculation of DIC is relatively simple in MCMC, and a function for
calculating DIC is implemented in WinBUGS.

5.5 Our Analyses

The goal of our analysis is to illustrate the utility of Bayesian and multilevel
approaches for constructing models using cross-system data. This particular
model is developed to help managers assess target phosphorus concentrations
in lakes where data may be sparse. We used data from 382 Michigan lakes and
reservoirs (> 0.20 km?), with public access, sampled by the MI-Department of
Environmental Quality (Fig. 5.1). Water data were collected from each lake on
a single date during the summer stratified season (July—September) for chlor-
ophyll a, Secchi depth, total phosphorus, total nitrogen, alkalinity, chloride,
dissolved silica, and true water color. We separated the lakes into two types:
natural lakes (lakes with or without a water control structure on it, but with
little change in water level), and reservoirs (lakes that were created by damming
of a river with a range in water residence time of several days to years). We also
characterized each lake by surface area, shoreline development factor (ratio of
shoreline perimeter to the perimeter of a circle of area equal to the lake), average
depth, and catchment area defined as the cumulative catchment (including all
connected upstream lakes and streams). Finally, we included ecoregion

Fig. 5.1 Study area with locations of the 382 Michigan lakes
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Fig. 5.2 Log Chlorophyll a as a function of log Total Phosphorus for the 382 Michigan lakes

classifications including Omernik Level III ecoregion (Rohm et al. 2002), Great
Lakes Basin, and landscape position (Martin and Soranno 2006).

Overall, the data exhibit an approximately linear relationship between log
of chlorophyll a concentration and log of total phosphorus concentration,
though there is considerable scatter about a simple regression line fit to the
data (Fig. 5.2). This residual scatter will lead to increased uncertainty in the
model parameter estimates and predictions, thus, it may be advantageous to
subset the data into logical groups that reduce the scatter. We present the results
from three models: a completely pooled model with no groups; a model with
four groups based on Omerniks ecoregion; and a model with two groups based
on the results from a Bayesian Treed analysis.

5.5.1 Completely Pooled Model

Our first model, using complete data pooling, is analogous to the simple linear
regression model:

log(chla) = a + Blog(TP) + ¢ (5.13)
e ~ N(0,0%) (5.13a)
where log(chla) is the natural log of the chlorophyll « concentration, log(TP) is

the natural log of the total phosphorus concentration, « and [ are the intercept
and slope parameters, respectively, each to be estimated from the data, and ¢ is
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an additive model error term that is normally distributed with mean = 0 and
variance = ¢~ where ¢ is also estimated from the data.

To estimate this model using Bayes theorem requires specification of three
prior distributions, one for each of the model parameters, «, (3, and o2. For this
example, we programmed WinBUGS using non-informative priors so that the
results would not be influenced by information outside of the data. For both «
and (3, we used a normal prior distribution with mean = 0 and variance =
10,000, and for 1/ o* we used a gamma prior with scale and shape parameters
both = 0.001. Variances in WinBUGS are specified by their inverses (hence the
use of 1/ o” which is referred to as the precision) and gamma distributions are a
common non-informative prior for the precision. This choice has some caveats
as we will illustrate in our second example model.

Because we used non-informative priors, the resulting posterior densities for
«a and § (Fig. 5.3) convey information closely analogous to what would be
obtained using a classical approach for a simple linear regression model. The
important difference, however, is that rather than confidence intervals, which
cannot be used to infer the probability of any particular result, we can make
intuitive probability statements from these posterior distributions. Summary
statistics for «, for example, indicate that the mean and median of «’s posterior
are both —0.55 and the standard deviation of the posterior is 0.16 (Table 5.1).
The 2.5 and 97.5 percentiles indicate that there is a 95% probability, given this
model and these data, that o has a value between —0.86 and —0.23. Similar
inference can be made for /3, and o, as well as for predictions of chlorophyll a in
both the log and natural metrics.

Fig. 5.3 Parameter estimates and Chlorophyll predictive distribution for the fully pooled
model. The circle represents the estimated mean, the thick black line is the 50% credible
interval and the thin black line is the 95% credible interval

Table 5.1 Summary statistics for completely pooled model

Quantity mean median sd 2.5% 97.5%
« —0.55 —0.55 0.16 —0.86 -0.23
15} 0.69 0.69 0.06 0.57 0.81
o 0.82 0.81 0.03 0.76 0.88
Log predicted chlorophyll a 1.17 1.17 0.82 —0.42 2.79
Predicted chlorophyll a 4.50 3.23 44 0.66 16.3

DIC 930.2
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Figure 5.3 also depicts a predictive distribution for chlorophyll a at a
log TP value of 2.5 (the mean value of the data — chosen for convenience).
At this log TP value chlorophyll ¢ has 95% probability of being between
0.66 and 16.3 pg/L (Table 5.1). The distribution exhibits a right skew and
median and mean values of 3.23 and 4.50 pg/L, respectively, illustrating
the separation of the mean and median that occurs when models estimated
under a log-transformation are retransformed back to the natural metric
(Stow et al. 2006).

5.5.2 Ecoregion Model

Our second model has four groups based on Omernik’s ecoregion (Rohm et al.
2002). Ecoregion might be considered a reasonable a priori basis for assigning
groups, assuming that the ecoregion designation implies features consistent
with distinctions in lake behavior. In this case, the model is

log(chla) = a; + ;1og(TP) + ¢ (5.14)

e ~ N(0,0?) (5.14a)

where j = 1-4 with 175, 27, 179, and only 1 lake in groups 1-4, respectively
(note: 1-4 correspond to ecoregions 50, 51, 56, and 55, respectively). A hier-
archical structure results by imposing normal prior distributions on the a; and
B3; with respective means ., and pi3 and respective variances o’ and o23. Both
o, and pg were assigned non-informative priors, normal distributions with
mean = 0 and variance = 10,000, while the priors for 1/0°, and 1 /02/3 were
gamma with both scale and shape parameters = 0.001. Note that though each
ecoregion has a distinct intercept and slope, a common variance, o, was
assigned. We also used a gamma prior with scale and shape parameters =
0.001 for 1/ o*. Additionally, to remove the correlation between the intercepts
and slopes we centered the predictor variables, log TP, on their respective
means, a step that aids convergence of the algorithm.

Though the means differ, the resultant posterior distributions for a;_4
exhibit considerable overlap (Fig. 5.4) as do the posterior distributions for
614 (Fig. 5.4), and the respective summary statistics for these parameters
confirm these similarities among the group-specific parameters (Table 5.2).
Predictive distributions for chlorophyll « (using a log TP value of 2.5) in
each ecoregion also overlap (Fig. 5.5) with similar summary statistics
(Table 5.2).

Additionally, a comparison of the summary statistics for the posterior
density of o from the fully pooled model (Table 5.1) and the ecoregion
multilevel model (Table 5.2) reveals that they are almost identical.
Together, this body of evidence suggests that the ecoregion multilevel
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Fig. 5.4 Parameter
estimates for the ecoregion
multilevel model. The circle
represents the estimated
mean, the thick black line is
the 50% credible interval
and the thin black line is the
95% credible interval

Fig. 5.5 Chlorophyll a
predictive distribution for
the ecoregion multilevel
model. The circle represents
the estimated mean, the
thick black line is the 50%
credible interval and the thin
black line is the 95% credible
interval
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model might not represent much improvement over the fully pooled model
(Tables 5.1 and 5.2). However, respective DICs of 930.2 and 926.0 for the
fully pooled and ecoregion-based models indicate that a slight advantage is
conferred by the more complex structure of this particular multilevel
model. While this should not be interpreted to mean that the ecoregion-
based model is a better forecasting tool, it does imply that the ecoregion
model does somewhat better at predicting the existing data set than the

fully pooled model does.

Although the ecoregion-based multilevel model does not represent a
major improvement over the fully pooled model, it does illustrate some
potentially important capabilities of multilevel models. In this model,
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Table 5.2 Summary statistics for ecoregion model — gamma prior

Quantity Mean Median Sd 2.5% 97.5%
o —0.20 —0.20 0.23 —0.64 0.22
a —0.71 —0.72 0.38 —1.43 0.06
a3 —1.04 —1.04 0.30 —1.064 —0.45
oy —0.77 —0.72 0.72 —2.41 0.61
051 0.55 0.55 0.09 0.37 0.74
5> 0.72 0.72 0.16 0.41 1.00
55 0.86 0.86 0.11 0.65 1.07
B4 0.76 0.74 0.26 0.29 1.38
o 0.81 0.81 0.03 0.75 0.86
Predicted chlorophyll a 1 4.25 3.13 4.06 0.74 14.08
Predicted chlorophyll a 2 4.02 3.04 3.57 0.55 13.32
Predicted chlorophyll a 3 4.39 3.24 4.19 0.64 14.12
Predicted chlorophyll a 4 4.33 2.94 4.52 0.60 16.69
DIC 926.0

ecoregion group 4 (ecoregion 55) contains data from only one lake; there-
fore the group 4 parameters are based on extremely sparse group-specific
data. This is possible because partial pooling in multilevel estimation
permits information sharing among the groups. In this case, considerable
information is borrowed from the other groups to estimate the group 4
parameters. Thus, multilevel models represent a powerful approach to
estimate group specific, or in this example even lake specific models with
limited group or lake specific information. However, there are some
important caveats associated with this capability, some of which are subtle.
Conceptually, it seems apparent that estimating a model with one or only
a few observations could be risky, particularly if the observations represent
unusual circumstances for that group or lake. And because this is a
relatively new approach, it has not been extensively applied and tested to
evaluate whether it provides better predictions in this particular context.
But in addition, Gelman (2006) warns that some non-informative priors
for the variance can actually be quite informative when groups contain
sparse data or when there are only a few groups in the multilevel model. In
such instances, Gelman (2006) recommends using a uniform prior for o
instead of a gamma prior for 1/ o° to ensure that the prior is truly non-
informative. When this change is made the differences, in this instance, are
slight, but worth noting.

With the new non-informative prior, the estimated means and medians
for ay_4 and (;_4 differ slightly (Table 5.3) from those resulting from the
gamma prior (Table 5.2) while o is essentially unchanged. However, the
standard deviation of a4 increases from 0.72 (Table 5.2) to 1.14 (Table
5.3). The overall change in the parameter distributions is visually more
apparent by comparing Figs. 5.4 and 5.6. As a result of the increased
uncertainty in «y4, the width of the 95% credible interval for a prediction
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Fig. 5.6 Parameter
estimates for the ecoregion
multilevel model, using a
uniform prior distribution
for sigma. The circle
represents the estimated
mean, the thick black line is
the 50% credible interval
and the thin black line is the
95% credible interval

Fig. 5.7 Chlorophyll a
predictive distribution for
the ecoregion multilevel
model, using a uniform prior
distribution for sigma. The
circle represents the
estimated mean, the thick
black line is the 50% credible
interval and the thin black
line is the 95% credible
interval
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of chlorophyll « also increases for group 4, while the prediction for groups
1-3 change little (Table 5.3 and Fig. 5.7). Thus this example illustrates that
the gamma prior, in groups with few observations, tends to be somewhat
informative and may cause the parameter and predictive uncertainty to be
under-estimated in those groups. Additionally, the DIC goes up from
926.0 using the gamma prior (Table 5.2) to 926.5 with the uniform prior
(Table 5.3), indicating that the improved performance of the ecoregion-
based model relative to the completely pooled model (DIC=930.2, Table
5.1), may have been slightly overstated.
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Table 5.3 Summary statistics for ecoregion model — uniform prior

Quantity Mean Median sd 2.5% 97.5%
o —0.17 —0.16 0.21 —0.56 0.23
1% —0.70 —0.7 0.41 —1.51 0.15
o —-1.12 —1.14 0.30 —1.70 —0.50
oy —0.85 —0.80 1.14 -3.1 1.1
051 0.55 0.55 0.09 0.37 0.74
5> 0.72 0.72 0.16 0.41 1.01
55 0.86 0.86 0.11 0.65 1.07
B4 0.76 0.74 0.26 0.29 1.38
o 0.81 0.81 0.03 0.75 0.87
Predicted chlorophyll a 1 4.44 3.26 391 0.71 15.29
Predicted chlorophyll a 2 4.13 2.30 3.96 0.72 15.15
Predicted chlorophyll a 3 4.27 3.20 3.73 0.60 14.09
Predicted chlorophyll a 4 4.70 3.17 5.01 0.61 19.05
DIC 926.5

5.5.3 Bayesian Treed Model

The Bayesian Treed model search resulted in the following tree structure:

Secchi <2.7
n=159 n=223
log chla=—-0.86+0.89 x log TP log chla=0.24+0.26 x log TP

This tree structure indicates that the 382 lakes in the data set can be partitioned
into two groups, 159 with a secchi depth of < 2.7 meters and 223 with a secchi
depth of > 2.7 meters, and that these two groups differ in their log chlorophyll
a:log TP relationship (Fig. 5.8). This outcome is consistent with results
presented by Webster et al. (2008) which showed that regression models
predicting chlorophyll a from TP are improved with water color (a strong
determinant of secchi depth) included as a predictor variable.
Using this result we developed the model:

log(chla) = a; + ;1og(TP) + ¢ (5.15)

e ~N(0,0?) (5.15a)

where j = 1-2, with 159 and 223 lakes in groups 1 (turbid) and 2 (clear),
respectively. We built a multilevel model, using these two groups, in a manner

analogous to the structure used for the ecoregion-based model. For this exam-
ple we, again, centered the predictor variables, log TP, on their respective means
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Log Chlorophyll a (ug/L)
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Fig. 5.8 Log Chlorophyll a as a function of log Total Phosphorus for the turbid lakes (n=
159, circles, steeper line) and clear lakes (n=223, plus signs, less steep line)

(note this may cause the parameter estimates to differ slightly from those
depicted in the displayed tree) and used a uniform prior for o instead of the
gamma prior on 1/0”.

In this case, a comparison of the parameter posterior distributions indicates
that o and «; have dissimilar means (Table 5.4) and minimal overlap (Fig. 5.9).
Similarly, the posterior distributions for 3, and 3, overlap minimally (Fig. 5.9)
which is confirmed by comparing their respective means and standard devia-
tions (Table 5.4). The mean value of ¢ in this model = 0.75 (Table 5.4), a
reduction from 0.82 and 0.81 (Tables 5.1 and 5.3) for the fully pooled and
ecoregion-based models, suggesting a better fit to the data. This is supported by
a DIC of 874.6 (Table 5.4) as compared to DIC values of 930.2 and 926.5 for the
first two models. Based on this evidence, the secchi depth-based model

S = 9
Fig. 5.9 Parameter
estimates for the multilevel a
model based on secchi g n n
depth, identified with the o
Bayesian Treed Model
search. The circle represents E E

the estimated mean, the
thick black line is the 50%
credible interval and the thin ! I I ! | LG LA R
black line is the 95% credible 3 -2 -1 0 1 02 06 10 14
interval o B




132 C.A. Stow et al.

Table 5.4 Summary statistics for secchi model — uniform prior

Quantity Mean Median sd 2.5% 97.5%
o —0.86 —0.87 0.32 —1.46 —0.23
a2 0.24 0.243 0.19 —0.14 0.60
51 0.87 0.88 0.11 0.65 1.08
5> 0.27 0.27 0.081 0.12 0.44
by 0.75 0.75 0.03 0.70 0.81
Predicted chlorophyll a 1 5.36 4.13 4.55 0.93 17.51
Predicted chlorophyll a 2 3.30 2.46 2.93 0.60 11.09
DIC 874.6

suggested by the Bayesian Treed results appears to be the best model, among
those tested, for these data.

But is there a practical importance to these secchi depth-based differences,
and how would using this model result in decisions that differ from decisions
based on the fully pooled model? Suppose, for example, we are charged with
evaluating whether or not a log TP concentration of 2.5 (12.2 pg/L in the
natural metric) is sufficient to meet a state chlorophyll « criterion of 10 pg/L.
Guidance provided by the U.S. Environmental Protection Agency suggests that
numerical criteria should be regarded as an acceptable 90th percentile, recog-
nizing that ambient concentrations vary spatially and temporally (U.S. Envir-
onmental Protection Agency 2000). Thus, to answer this question, we need to
evaluate if these models differ in predicting whether the probability of exceeding
10 pg/L chlorophyll a is greater than 10%.

Both the mean and median predicted chlorophyll a values for secchi groups
1 and 2 are well below 10 pg/L (Table 5.4), as are the mean and median values
for the fully pooled model (Table 5.1). Considering only these values of central
tendency, which is often done in practice, would result in the conclusion that
both models support the notion that 12.2 is an acceptable target TP concen-
tration to meet the chlorophyll « criterion. Further, chlorophyll a predictive
distributions for groups 1 and 2 from the secchi depth-based model exhibit
considerable uncertainty, signifying a wide range of possible chlorophyll a
values. They also display considerable overlap (Fig. 5.10) suggesting minimal
differentiation of predicted outcomes. However, the probability of exceeding
10 pg/L for group 1 is ~12% while for group 2 this probability is ~3%. The
fully pooled model, on the other hand, predicts an 8% probability that
chlorophyll ¢ will exceed 10 pg/L at a 12.2 pg/L TP level. Thus, according to
the fully pooled model 12.2 pg/L is an acceptable target TP concentration for
all lakes, while the secchi-based model indicates that only lakes in group 2 will
meet that criterion at this TP concentration. Based on the much lower DIC
value for the secchi-based model we would likely place more credence in this
model’s predictions.

Suppose, however, we want to evaluate a lake for which secchi depth mea-
surements are not readily available, so that group membership is unclear. Using
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Fig. 5.10 Chlorophyll a predictive distribution for multilevel model based on secchi depth,
identified with the Bayesian Treed Model search. The circle represents the estimated mean, the
thick black line is the 50% credible interval and the thin black line is the 95% credible interval

the fully pooled model this would not be a problem, because knowing group
membership is unnecessary. But the preferred model in this case is the secchi-
based model and there are two possible parameter sets available — which of
these is more appropriate for a lake with unknown group membership?

In principle, the answer to this question is that we would use the hyper-
parameters, which are defined by the prior distributions on «; and ;. In
practice, Gelman and Hill (2007) warn that, with only two groups, the hyper-
parameters will not be well-estimated and are likely to be overly variable. Thus,
the advantage of a two-group multilevel model is limited in this respect. For-
tunately, at least for this example, secchi depth is probably the easiest limnolo-
gical measurement to obtain.

5.6 Summary

Our example illustrates some advantages as well as some limitations of using
Bayesian multilevel models for inference and prediction with cross-system lake
data. Multilevel modeling is a rigorous basis for partial pooling of information
among similar, but non-identical groups, and Bayesian approaches provide a
framework for uncertainty analysis, an important ingredient for environmental
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decision support. The explicit inclusion of quantified uncertainty, expressed
probabilistically, provided by Bayesian predictive distributions, underscores
the reality that model predictions are probably better regarded as testable
hypotheses rather than forecasts of the future.

The importance of models and their limitations were explicitly recog-
nized in the development of the Adaptive Management concept (Holling
1978, Lee 1993). Adaptive Management views environmental stewardship
as an ongoing process; models offer guidance for decision-making, and
management actions serve as an ecosystem-scale experiment to learn more
about system behavior. Measuring the response of the ecosystem to this
management experiment supplies data to confirm and update the model
and refine future projections. The adaptive process is not well-facilitated
by the rather static view of classical null hypothesis-testing in which
decisions are limited to accept or reject. However, these ideas are consis-
tent with Bayesian inference, and Bayes theorem provides a rigorous
framework for model updating and refinement to implement the Adaptive
Management paradigm.
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