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According to recent reports, the average time to identify and 
contain a data breach in 2021 was 287 days.1 This is why one key 
number that is generally accepted and that every CISO watches 
is “200-days.” While spending on security tools has increased, 
organizations are still often finding out they’ve suffered a breach 
after an attacker has infiltrated their network. Law enforcement, 
a business partner or independent researchers are often the ones 
to inform an organization that they’ve suffered a data breach. 

In an effort understand possible indicators of compromise (IOCs), 
many organizations gather threat intelligence data. This data 
contains information about bad actors on the web, machine 
generated domain names, known bad IP addresses, lists of email 
addresses used for phishing campaigns and  
other data.

The threat analyst team will review the IOC data either manually 
or in a threat intelligence platform (TIP) to understand the 
relevance of the externally seen IOCs to their business in their 
vertical for their environment. To understand whether or not 
any of this data might be relevant for an organization, the 
organization’s security team will attempt to tie a relevant subset 
of the tens of millions of active IOCs collected from multiple 
sources to security information from inside their organization and 
contained in their security information and event management 
(SIEM) system log data.

1  Ponemon 2021 Cost of a Data Breach Report

“Traditional systems are good at monitoring what’s 
happening to your network. The good thing is, they 
detect breaches. The bad thing is that they do it after 
the fact.”

— Hugh Njemenze, President, Anomali
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SIEM Limitations

Today’s modern SIEM is built on a concept from the late 1990s 
that data can be collected from a wide variety of security systems 
can be correlated to reduce false positives, highlight security 
issues, and support investigation and incident management. 
In the late 90s, no one could have predicted the large amounts 
of data streaming into the SIEM every second from a growing 
number of mission critical applications, security hardware 
and software solutions, and IT infrastructure. For the average 
enterprises, the math is obvious: 30,000 events per second (EPS) 
= 3 billion events per day = 600 GB per day = 120 TB over 200 days! 
The concept of threat intelligence is only about five years old. 
To address the need for additional methods of correlation, SIEM 
vendors added lookup and active list capabilities. These might 
scale to 500,000 items but certainly not consumption of tens of 
millions of indicators of compromise.

Pricing and scalability are often the two barriers to keeping 
enough data on-line for active breach detection over the 200-
day window. The requisite computing power required for storage 
and correlation often isn’t available to organizations. Many 
organizations only keep 30-90 days of data on-line and accessible 
to meet compliance regulations. In summary, the SIEM is not 
longer an adequate time machine for today’s 200-day exposure 
window.

The Growing Volume of Threat Intelligence Data

Threat intelligence has evolved a great deal in a very short period 
of time. Many customers value having accurate and timely threat 
intelligence. There are hundreds of sources (free and paid), and 
many of them are of high quality. However, given the expertise of 
researchers at individual provider/vendors:
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•	One vendor will report an indicator of compromise before 
another

•	Many threat feeds are offered in different formats making them 
hard to digest for downstream use in a SIEM

•	None can tell you with 100% certainty that all their IOCs are 
relevant for your organization. This means that the threat 
intelligence vendors could be supplying millions of false-
positives along with the few that are relevant.

Many organizations have subscribed to multiple feeds of threat 
intelligence. Some organizations subscribe to over 40. Threat 
Intelligence Platforms evolved to curate this data from multiple 
threat feeds and provide deduplication and post processing of 
the data to make it digestible for a SIEM.

Over the 200-days exposure window it is possible for an 
organization to have to review over 25 million active indicators of 
compromise from fee-based and open source threat intelligence 
providers. Since 2013, the number of active indicators has been 
growing at an average rate of 39% every month and shows no 
sign of abating.

Part of the growth in the number of IOCs comes from analysis of 
the almost one million never-before-seen threats being released 
into the wild on a daily basis and attackers that are using domain 
generation algorithms to create millions of throw-away domains. 
This technique called Domain Fluxing, is used for keeping a 
malicious botnet in operation by constantly changing the domain 
name of the botnet owner’s Command and Control (C&C) server. 
It is also responsible for generating millions of random domains 
every hour. This reduces the value of threat data by reducing the 
overall timeliness.

The compute power required to correlate all the IOCs with 
120TB of data simply isn’t available to most organizations. Even 
if an organization is able to run a correlation search against the 
data, the search can take hours or days and in some cases never 
complete. The question of what IOCs collected are relevant for my 
environment over the last 200 days, goes unanswered.
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The Next Big Data Problem – Threat Intelligence 
Data

The SIEM has a role to play as the traditional single pane of glass 
for log data exploration and search, correlation for false-positive 
reduction, incident investigation, security metrics reporting 
(often for compliance) and facilitating incident management. 
Organizations have recognized that increasing amounts of 
relevant security data from traditional security and application 
data sources is already a scalablity problem. Creating matches 
between IOCs and security data is a new big data problem that 
requires a separate analytics engine that can address current and 
future scalability issues.

As security organizations mature, individual big data solutions 
that solve particular security problems will emerge that will make 
up a new layer of security ecosystem. These solutions will provide 
answers that will be fed back to the SIEM which will continue 
to facilitate data query, provide automated reports and perform 
security incident management and investigation.

“To defend against cyber attacks, it is important 
for a defender to have timely access to relevant, 
actionable threat intelligence and the ability to 
act on that intelligence.”

— NIST 800-150
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A View of IOCs Across the Threat Models

The scalable correlation of tens of millions of IOCs and over 200-
days of customer data gives organizations a unique real-time 
view into attacker activity and the ability to align attacks with 
current threat reference models. The Mitre ATT&CK Framework 
is fast becoming one of the most widely used tools to help 
organizations profile their environment, conduct investigations 
and make informed decisions. Analyst users can quickly identify 
key areas of concern in their environment, and prioritize their 
response appropriately. Correlation of organization’s log data 
against five key indicators of compromise yields visibility though 
the lens of each model.
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About Anomali 
Anomali offers intelligence-driven extended detection and response solutions that help organizations quickly 
identify and respond to threats in real-time by automatically correlating ALL security telemetry against active threat 
intelligence to expose “(un)known” threats. Anomali Match uses automation to correlate tens of millions of threat 
indicators against your real time network activity logs and up to 5 years of forensic log data. Anomali’s approach 
enables detection at every point along the kill chain, making it possible to mitigate threats before material damage to 
your organization has occurred.

Evolving to Face Today’s Threats

Becoming a Modern SOC must include detection capabilities 
that do not rely solely on alerts, but one that can scale to collect 
over 200 days of data from logs and match millions of externally 
collected IOCs in real-time and:

•	Operationalizes threat data for immediate use for incident 
responders and SOC operations personnel

•	Provides for SIEM scalability and makes the SIEM smarter

•	Means that indicators provided are relevant to your specific 
company or agency

•	Allows you to identify and measure which streams of threat 
intelligence are the most relevant for your organization

•	Moves from security operations center (SOC) to Intelligence-
driven security operations center (ISOC2).

•	Enables security teams to leverage advanced analytics across a 
large and wide range of telemetry to detect threats.

Summary

To address growing scalability issues, organizations will need 
to embrace a distributed computing approach to security. 
In addition, Threat Intelligence Platforms will need to create 
organizational relevance for threat intelligence data. The SIEM 
will continue to collect log data from traditional security sources 
and the next generation of threat intelligence platforms will have 
to answer the question of what’s relevant across the window of 
exposure. These answers to the relevance question will be pushed 
into existing workflows for analysis and automated response.

2  How to Build and Operate a Modern Security Operations Center


