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Abstract: Within the past five years, and as Artificial Intelligence (Al) increasingly per-
vades the academic and educational landscape, a delicate balance has emerged between
leveraging Al's transformative potential and safeguarding individual privacy, which
needs to be carefully maintained. The preservation of user privacy entails severe financial
risks via penalties for the violation of directives such as General Data Protection Regulation
(GDPR). This manuscript examines three neoteric approaches to data privacy protection in
Al-empowered lifelong education. The first method uses Triple-Entry Accounting (TEA)
together with Distributed Ledger Technology (DLT); the second method uses a transaction
Merkle tree that can be used as a “proof of existence” so that the users can safeguard their
personal information; and the third approach examines the advantages and disadvantages
of an offline Al-tutor multimodal model that can operate without internet access. Finally,
the ethical implications of deploying such technologies are critically discussed, emphasiz-
ing the necessity of achieving privacy while retaining the human factor in education.

Keywords: artificial intelligence; triple-entry accounting; distributed ledger technology;
lifelong education; Merkle trees; data analysis; privacy

1. Introduction

Lifelong education, as a dynamic and evolving concept, extends beyond formal learn-
ing to encompass personal development, professional growth, and social advancement
across all stages of life. It aims to enhance the quality of life through structured, semi-
structured, and informal learning experiences. Scholars have differentiated lifelong edu-
cation from lifelong learning, where the former often aligns with institutional frameworks,
and the latter reflects a more individualized, socio-personal process (Dave, 1976). The char-
acteristics of the concept of lifelong education are also present in definitions of lifelong
learning. For Billett (2010), the latter forms a socio-personal procedure and a personal fact
conceptually divergent from lifelong education, which forms a kind of institutional fact.

In the context of lifelong education, Al has emerged as an important factor. Al-based
applications have brought in the dynamic and automated nature of their accessibility. They
interact with human activity at an unprecedented speed and scale, representing not just
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a means but a complementary part of the learning activity (Poquet & De Laat, 2021). By
fostering learning groups and communities, advancing accessibility and delivering person-
alized learning experiences, Al is shaping a promise of a bright educational future ahead
of us.

The issue of personalized learning seems to be the hallmark of this dynamic technol-
ogy. Al analyzes vast amounts of data about a student’s performance, preferences, and
conduct, shaping dynamic, individualized learning patterns. This kind of tailoring is in-
tegral to lifelong education, where the needs, goals and interests of trainees and students
evolve over time. Thus, Al-empowered technologies can affect social and even human
cognitive processes, going above and beyond the tasks they were designed to perform (De
Laat et al., 2020).

During the COVID-19 pandemic it became obvious that education needs to be trans-
formed in a remote but also more personalized manner. Due to social distancing, educators
and students were forced to metamorphose the teaching procedure via remote sessions
which were able to elegantly compensate, for the most part, the absence of a personal face-
to-face experience of the school class (Almpanis & Paul, 2022). Recently, the educational
system had another highly transformative element added, and that is none other than the
creation and deployment of Large Language Models (LLMs).

Personalized Al models can be constructed to teach specific scientific fields, trained
and designed on big data carefully collected and tokenized. These neural networks are
usually trained on large datasets of text and code, and they can generate personalized
learning experiences for each learning field and student. The procedure includes individu-
alized feedback on the learning process, recommending specialized learning materials, and
adapting the pace of instruction to each student’s needs depending on the learning feed-
back (Khan Academy, 2023; Su & Yang, 2023). The unprecedented emergence of different
LLMs over this last year has provided a vast opportunity of advancement to the education
field, but nevertheless creating also a great deal of ethical dilemmas (Gan et al., 2023).

One of the main drawbacks is privacy concerns of participants in certain personal-
ized procedures, like grading or progress marks. Another is the visibility of sensitive per-
sonal data of the participants, such as birthday dates, names, family contact information
and others. Personal student details, grading and educational report leaks are common
in the education field due to either accidental data sharing or cyber-attacks and can cause
shaming and harassment to students. Current centralized systems seem to perform poorly
regarding student privacy; there are numerous cases of data breaches, with some of them
being high-profile (Nowicki, 2020). Moreover, we must consider that in the Al era, educa-
tional data are considered “the new gold” because they can be used for data analysis and
machine learning by software companies; as a result, such companies often offer minor
updated terms, which compromise data security, to which the user is required to consent
to keep using the software (Vigliarolo, 2024). Rarely does the student pay attention to such
details, and often they do not know or care about the consequences of sharing their per-
sonal information, and the potential data mining they will be subjected to by data brokers.

Under the General Data Protection Regulation (GDPR) directives, educational institu-
tions can face significant financial fines for mishandling student personal data. The regula-
tion establishes a two-tiered system of administrative fines. Severe violations that breach
fundamental GDPR principles, data subject rights, or international transfer requirements
can incur fines of up to EUR 20 million or 4% of the organization’s total worldwide annual
revenue, whichever is higher. Less severe infractions, particularly those related to orga-
nizational and technical measures, may result in fines of up to EUR 10 million or 2% of
total worldwide annual revenue, whichever is higher. These substantial penalties under-
score the critical need for robust data protection frameworks in educational settings, where
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institutions regularly process sensitive personal information including academic records,
health data, and demographic details of their student populations (GDPR, 2025).

We examine three methodologies to mitigate these problems by employing a set of
neoteric approaches. The first is Triple-Entry Accounting (Grigg, 2005) to ensure integrity
together with Distributed Ledger Technology records (Sgantzos et al., 2023) to ensure trans-
parency and auditability. Since each record forms a transaction which is recorded in mul-
tiple copies of a public ledger, TEA a priori ensures that it is impossible for any single
participant or third entity to alter records without detection. DLT, due to its decentralized
infrastructure, ensures that there are no weak points of failure, making it much harder
for hackers to compromise the system. The utilization of cryptographic technology in this
system ensures that sensitive data is securely encrypted, protecting students’ personal in-
formation from unauthorized access. The combination of TEA with DLT provides a system
which is highly resistant to cyber-attacks and data breaches. The proposed solution also
aligns with GDPR directives on data protection and privacy. It provides data integrity,
transparency, and security, so that the institutions involved can better comply with regu-
latory requirements and avoid large fines associated with data breaches.

The second method is Merklized transactions (J. Davis, 2024) to pseudonymize the
sensitive data of the participants and ensure their privacy. The proposed method enables
a comprehensive approach to data privacy protection for online LLMs, encircling data min-
imization, pseudonymization, access control, and auditability. By separating educational
data from personal identifiers, the first two methods minimize the potential for identity
disclosure. Using pseudonymity, we can further enhance user privacy by replacing per-
sonally identifiable information with unique identifications (IDs) (i.e., a cryptographic sig-
nature) that cannot be linked back to individuals. Access control mechanisms restrict data
access to authorized parties only, while auditability features allow for transparent tracking
of data usage and potential breaches.

Lastly, we also examine the usage of an offline model based on Large Language and
Vision Assistant (LLaVA) that can operate as an offline Al-educator, and we evaluate the
advantages and disadvantages of this particular technology. This method operates with-
out the need for continuous internet connectivity and aims to mitigate the risks of data
exposure to external threats. This is particularly important in educational environments
where sensitive student data are handled. By processing data locally, offline models min-
imize the chances of data interception during transmission (man-in-the-middle attacks),
which is a common vulnerability in online systems. The isolated nature of the proposed
method ensures that the system is GDPR-compliant, while at the same time offers consis-
tent performance and low latency in its usage.

The impetus for authoring this study comes from many case studies that have high-
lighted the vulnerabilities that centralized educational systems bear in their conceptual de-
sign. One of the most important reasons is that high-profile data breaches in educational
institutions have underscored the need for more robust privacy solutions. Another point
of interest is that the rapid adoption of Al in education during the pandemic has also re-
vealed both the potential and the challenges of personalized learning. There is a gray area
around what happens with user prompts, or how they are used by online Al providers.
The need for privacy-preserving solutions has become more pressing as Al technologies
become more integrated into educational practices. Finally, considering well-documented
ethical dilemmas associated with Al in education, such as data mining and the potential
misuse of personal data, we aim to address these concerns by proposing the aforemen-
tioned privacy-preserving methodologies. Last but not least, while a vast amount of liter-
ature exists on the benefits of Al in education, there is also a notable gap in research that
specifically addresses privacy-preserving technologies. This study aims to fill this gap by
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building on the insights of previous case studies, and by introducing new approaches in
personal privacy. It also tries to establish a secure, ethical, and human-centered framework
for Al in lifelong education.

All proposals aim to operate within Al-empowered lifelong education environments
and provide a holistic solution to data privacy concerns. By implementing these privacy-
preserving methodologies, this research aims to establish a secure, ethical, and human-
centered framework for Al in lifelong education. The proposed solutions not only mitigate
privacy risks but also emphasize the enduring importance of the human educator, ensuring
that technology complements rather than replaces the personal and ethical dimensions of
teaching. Finally, we need to state that this study lacks empirical evaluation and real-world
data sources. Our approach is primarily theoretical at this stage, with no actual real-world
data collected to validate its effectiveness. As such, the study should be considered purely
as a Proof of Concept.

2. Materials and Methods

Most educators struggle to understand the difference between security, privacy and
confidentiality, which many researchers consider as the triptych of safeguarding personal
privacy in education (Figure 1).

SECURITY

PRIVACY

CONFIDENTIALITY

Figure 1. The triptych of safeguarding personal privacy in education.

The definition of privacy corroborates that every student’s personal details belong
solely to the student and therefore should never be made known to a third party. That
information may include, but is not limited to, the evaluation of student grades, progress,
and individual characteristics such as age, birthday and place of birth. To safeguard the pri-
vacy of students, their personal information should be disclosed only when it is absolutely
necessary. It is essential to communicate the importance of confidentiality to teachers and
students, in addition to how their personal information can be misused or disclosed. In the
classroom, the teacher is usually responsible for ensuring the security of student data by
keeping their information private and confidential by implementing firm practices in the
classroom (Scheid, 2019). However, in the age of online Large Language Models (LLMs),
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the responsibility falls on the companies that operate them. The question here is rather
evident: Should we trust the companies who operate such models with our children’s per-
sonal details? (Melendez & Pasternack, 2019; Holmes et al., 2022; COPPA, 2013).

2.1. TEA and DLT Method

In the history of accounting, double entry bookkeeping has been in use for almost
2500 years (Tarquini, 2016). The true innovation came with the introduction of triple-entry
accounting (TEA), introduced by Financial Cryptographer Ian Grigg, which is a financial
model that records transactions in three separate accounts by adding a cryptographic signa-
ture as a digital receipt (Grigg, 2005). He reasoned that the classical system of double-entry
accounting is susceptible to deception and mistakes, as it is established on the honesty
and legitimacy of the parties involved. It builds over traditional double-entry account-
ing by adding a third entry that is recorded in a Distributed Ledger technology medium,
(i.e., a blockchain). DLT technology offers significant advantages for data privacy protec-
tion. Also, it offers permanent records, transparency, and the ability to audit. Permanent
records on a DLT cannot be altered or deleted, transparency enables real-time visibility
into data usage, and auditability facilitates tracking of data access and potential breaches.
In TEA, each transaction is based on a cryptographic proof, verified by multiple parties,
eliminating the reliance on a single trusted intermediary.

More specifically, the steps from Double Entry to Triple Entry are the following:

o TEA incorporates a third entry, known as the ‘reputation entry’, to provide additional
transparency and trust in financial transactions.

e Intriple-entry accounting, each transaction is recorded not only in the debit and credit
entries but also in a separate entry that captures the ‘reputation’ or “proof” of the trans-
action (Sunde & Wright, 2023).

e This reputation entry is created using cryptographic techniques and serves as an im-
mutable record that can be verified by all parties involved in the transaction.

e TEA forms the foundation of blockchain technology (Sgantzos et al., 2023; Ibafez et al.,
2023; Arunda, 2023).

We utilized a form of this technology for controlling LLMs in our previous work
(Sgantzos et al., 2023), which can be altered and establish an effective framework for track-
ing and managing sensitive educational data (in this case, students’ grades, or personal
details), and enhance privacy, and security. On the other hand, decentralized and transpar-
ent systems like DLT provide immutable and verifiable online records, further supporting
TEA'’s objectives.

In a similar fashion, we present an analogous setup:

1.  We begin with Pseudonymization of student’s personal details.
We make a string containing Pseudonymous ID + Student grades for each student.
3. We store the data on the blockchain (either for each student or as a class)

Result: Grades can be reviewed, without revealing the name (Figure 2).

In contemplation of maintaining the confidentiality of the participants, we utilized
the principle defined in the Chatham House Rule (Chatham House, 2022). As the rule
specifically describes:

“When a meeting, or part thereof, is held under the Chatham House Rule, partic-
ipants are free to use the information received, but neither the identity nor the
affiliation of the speaker(s), nor that of any other participant, may be revealed”.
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Maintaining the TEA principle, we secure the three respective parties:

1st party: Teacher/Al Educator
2nd party: Students
3rd party: DLT record.

A thorough review of scientific research on data privacy in Al-empowered education
(Cullican, 2023; Holmes et al., 2022; Jennings, 2023; Akgun & Greenhow, 2021; Chan, 2023;
Archambault, 2021) shows that multiple researchers have investigated the challenges as-
sociated with data collection, data storage, sharing and aggregation. The biggest issue
seems to be data usage from companies that employ LLMs for improving these models
via algorithmic techniques like Reinforcement Learning from Human Feedback (RLHF),
to eliminate hallucinations and algorithmic bias (Boutin, 2022; Manyika et al., 2019). An-
other technique is the Retrieval Augmented Generation (RAG) that uses the retrieval of
information from some confirmed sources (e.g., the Internet or a database) to prevent the
model producing incorrect or illogical answers (Proser, 2023). These studies propose var-
ious solutions such as user education, anonymization, pseudonymization, access control
and encryption to address these issues.
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Figure 2. Graph of the TEA and DLT record method (Sgantzos et al., 2023).

2.2. Enhanced Privacy for DLT Stored Data Using Merklized Transactions

The second method was recently presented by J. Davis (2024) and offers a very effi-
cient and relatively simple solution to the data privacy problem. Davis presented a novel
scheme to assemble blockchain transactions by utilizing Merkle trees composed of trans-
action fields. The process ensures that the transactional data are verified field-wise using
Merkle proofs. The procedure can be applied either at the system level or as a second layer
protocol that does not require changes to the underlying DLT medium (i.e., blockchain).
The benefit of this technique is that it allows users to efficiently verify stored information
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by separately checking targeted individual data items stored in transactions. The system
provides a lightweight “Proof of Existence” for anything stored on a blockchain by intro-
ducing a secondary block Merkle tree (Figure 3).

- I

Tx1

Tx1

Block
Header

Transaction
set

Transaction Transaction
Tm Merkle trees, T, set

Figure 3. A schematic outline of the block generation protocol for Merklized transactions (J. Davis, 2024).

In a very similar way to the DLT and TEA method presented in Section 2.1, this
methodology can be used to solve the privacy problem in tracking and managing sensi-
tive educational data and ensuring privacy and security.

2.3. The Use of an Offline LLM to Ensure Privacy

The third method employs a freely accessible isolated (i.e., offline) model. Offline
Large Language Models [LLMs] offer several distinct benefits compared to online models
like Bing (Thompson, 2023), Bard (Manyika & Hsiao, 2023), and online Generative Pre-
trained Transformers (GPT), such as ChatGPT and its counterparts. These benefits are
primarily attributed to their ability to process uninterrupted and continuous data with-
out requiring constant connectivity or real-time updates. Different implementations give
different opportunities, but at the cost of added complexity. For instance, GPT4All (Nom-
icAl, 2023), can parse a directory of documents which can then be processed as a “short
memory” from the LLM. Other implementations need a full installation of a programming
environment like Python 3.10 together with the respective libraries to function effectively.

As a case study, we chose to have a stand-alone and offline “Al-educator” to simulate
the environment of a remote education session. For this purpose, we employed a decades-
old, rather cheap system based on 2013 technology (such systems can be found used at the
range of about EUR 300-600), just to demonstrate that the hypothesis stands even in low-
income households. The technical specifications of the system in our experimental setup
were as follows:

Computer Model: Apple, Los Altos, California, USA, MacPro (Late 2013)
CPU: Intel, Santa Clara, California, USA, Xeon E5 2.7 GHz, 12-Core,
GPU: AMD, Santa Clara, California, USA, FirePro D300, 2 Gb

RAM: OWC, Woodstock, Illinois, USA, 64 Gb, 1866 MHz DDR3.

HDD: Apple, Los Altos, California, USA, 512 Gb NVMe
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The average response speed for our answers came at a speed of 8 tokens per second,
which compares to the average speed of an online model like ChatGPT-3.5 or Microsoft’s,
Redmond, WA, USA, Co-Pilot. We selected a program called “llamafile” (Hood, 2023),
which is easy to install and easy to use, with the absolute minimal requirements for an
efficient usage of LLaVA model as an Al-Educator. llamafile allows the user to turn large
language model weights into executables. It is formed by a single executable that the user
can download on a home PC, and it supports all the common platforms (Microsoft’s, Red-
mond, WA, USA, Windows™, Apple, Los Altos, CA, USA, OSX™, San Francisco, CA, USA,
Linux). LLaVA is a multimodal LLM that can do more than just chat functionalities. Mul-
timodality in Al implementations seems to be the main recent trend in LLMs, as we also
proposed in a previous work (Sgantzos et al., 2022). In this particular model, the user can
also upload images and ask questions about them. With LLaVA, the process happens lo-
cally; no data ever leave the computer. The model can answer questions ranging from
simple elementary school problems to advanced higher education classes (Figure 4).

127001 ¢

llama.cpp

User: Identify how many apples are on the tree

Llama: There are five apples on the tree.

Say something

Figure 4. LLaMA counts successfully how many apples are in the picture.

However, in more advanced mathematical cases, the model fails to correctly answer
when asked what the square root is of 225, both visually and textually (Figure 5).

However, with newer versions of the model and observing the results of a quanti-
tative analysis based on MMMU (Massive Multi-Discipline Multimodal Understanding)
(Yue et al., 2023) of this model’s larger versions (i.e., LLaVA-NeXT-34B) with 34 billion to-
kens, it can perform at the levels of GPT-4V and Gemini (Liu et al., 2023). We see great
improvement in mathematical problems such as the one we demonstrated above, but we
also argue that there is still a long way to go for a single student to have an Al tutor without
human supervision.
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eee M- < 127001 ¢ 0 +

llama.cpp

V 225

User: Can you calculate how much is this?
Llama: 256
User: What is the square root of 2257

Llama: The square root of 225 is approximately 3.06718491 (rounded to three decimal
places).

Figure 5. LLaMA fails to answer correctly in both cases.

We next provide a systematic comparison to justify the usage of TEA-DLT, Merklized
transactions and offline LLMs over other existing privacy-preserving methods:

Double Entry Bookkeeping compared to TEA-DLT:

Limitations: Traditional accounting methods such as the double-entry bookkeeping sys-
tem are basically based on the trust of the parties involved, making those systems sus-
ceptible to fraud and errors. They do not provide a standalone verification mechanism,
meaning that discrepancies can often go unnoticed.

Justification for the use of TEA and DLT: TEA introduces a third entry, adding a layer of
transparency and traceability that double entry bookkeeping method lacks. DLT records
entries on a decentralized ledger, ensuring data integrity and immutability which signifi-
cantly mitigates the risk of unauthorized alterations.

User education compared to TEA-DLT/Merklized transactions/Offline LLMs:
Limitations: There is an inalienable truth in the history of computing: that almost always,
with a few exceptions of machine failure, the single point of failure in system security is
the user. Therefore, it is impossible for somebody to ensure that the user is fully aware of
all vulnerabilities.

Justification for the use of our proposed methods: TEA introduces a trustless way to
mitigate user errors and non-compliance. Using a cryptographic proof for each entry, it
isolates the trust from the associated parties and therefore ensures system security. The
same stands for the Merklized transactions and offline LLMs.

Privacy-preserving Techniques (anonymization, pseudonymization):

Limitations: While classic techniques like anonymization and pseudonymization help re-
duce identifiable information via obscuring personal details, these techniques remain vul-
nerable to re-identification through advanced data analysis methods. This creates an on-
going privacy risk.

Justification for our proposed methods: TEA coupled with DLT offers stronger privacy
protection. This combined approach allows transaction verification using cryptographic
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signatures, for example Secure Hashing Algorithm (SHA-256) (Khovratovich etal., 2011) or
Elliptic Curve Digital Signatures Algorithm (ECDSA) (Johnson et al., 2001), while keeping
sensitive identifiers secure. By processing data in isolated, encrypted environments and
recording transactions on a distributed ledger, the system significantly reduces the risk
of data being traced back to individuals. Finally, the offline LLMs provide a priori the
isolation of personal data.

Centralized systems:

Limitations: Current privacy protection systems often concentrate data storage and man-
agement in centralized locations. This centralization creates vulnerable targets for attack-
ers. In case of a compromised system, it can result in massive data breaches and privacy
violations, since all protected information is stored in one place. The concentration of sensi-
tive data in a single location essentially creates a “honey pot” that attracts malicious actors
and increases the potential impact of any successful breach.

Justification for our proposed methods: By decentralizing data storage through dis-
tributed ledgers, TEA enhances security against potential single-point failures. The strong
point of this approach enables multiple parties to validate and audit transactions without
relying on a central authority. Merklized transactions also rely on the same TEA principles,
while offline LLMs preserve privacy through isolation.

The proposed architectures represent three neoteric approaches towards ensuring pri-
vacy preservation in Al-empowered lifelong education by combining the benefits of TEA
and DLT technologies, for the online models, thus enabling personalized learning experi-
ences while protecting sensitive educational data effectively. By combining the strengths
of TEA and DLT, we can effectively protect sensitive educational data while enabling Al to
deliver personalized and transformative learning experiences. In the case of offline LLMs,
there are no privacy issues.

3. Results

The first two methods, presented in (Section 2.1) Triple-Entry Accounting combined
with Distributed Ledger Technology, and (Section 2.2) Merklized Transactions, can be used
separately with any online model or combined for optimal results. The third method
presented in (Section 2.3), Offline LLMs, aims to present a privacy alternative to their
online counterparts.

One of the most impressive features of the Large Language Models is their ability
to generate coherent and continuous speech, even when the logic behind the sentence is
paradoxical. For instance, in the question “how a child’s height affects the height of the
father?” it will try to answer thoroughly as though the previous sentence was sound. The
reason this happens is because the next word is chosen from the enormous “vocabulary”
(tokens) they have been trained with, to match the previous one more closely.

But is it a problem or a feature of the technology? Andrej Karpathy, who worked as a
senior engineer at OpenAl, believes that Al Hallucination is the modus operandi of these
models and characterizes them as “dreaming machines” (Karpathy, 2023). Other pioneers
in Al such as Yann LeCun argue that if we are to improve Al, we must recognize that
the technology in question has begun to reach a “plateau”, and it would be good to start
looking for other ways and new ideas. He also argues that Al will conquer the world, but
not enslave people (LeCun, 2023).

On the side of offline models, there are a lot of advantages, which include the following;:

1.  Enhanced efficiency with low latency due to the absence of network delays and com-
munication bottlenecks that can hinder online models’ performance in processing
large amounts of data simultaneously.
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2. Improved privacy, as offline models do not require continuous internet connectivity
or access to user-specific information, thus reducing potential security risks associ-
ated with online data transmission and storage.

3. Increased scalability since offline models can be preprocessed and stored locally,
allowing for faster loading times and reduced resource consumption during infer-
ence compared to their online counterparts that require continuous updates via
the internet.

4.  No maintenance costs: offline models eliminate the need for cloud infrastruc-
ture, data storage, and bandwidth expenses associated with maintaining an online
model’s functionality.

Drawbacks of Offline LLMs: despite these advantages, offline models face
several limitations:

1.  Limited real-time responsiveness and adaptability since offline models do not re-
ceive continuous updates or access to new data sources, which can reduce their abil-
ity to respond quickly to evolving situations or provide up-to-date information in
real-time scenarios.

2. Increased storage requirements due to the need for large amounts of memory and
processing power to store preprocessed offline models, potentially leading to higher
hardware costs and resource constraints during inference.

3. Potential wrong or outdated answers if the model is not properly maintained or up-
dated over time, as old information may become inaccurate or irrelevant without con-
tinuous refinement through online updates.

4. Greater dependency on preprocessing steps, since offline models require extensive
preparation before they can be used for inference, which might increase the overall
computational complexity and time required to process data compared to their online
counterparts which can quickly adapt to new inputs in real time.

As a last note, we must state here that the offline LLMs, like LLaMa, present inconsis-
tencies even in simple mathematical problems (Figure 5). It is evident that technology has
a long way to go before such a model can be used as a “home-educator”. However, we
must not berate their capabilities in content creation and their usage as virtual assistants.
In most cases their responses are remarkably accurate. It is clear though, that a human is
always needed as an evaluator.

Privacy and Ethical Concerns: Privacy is a critical, yet very underrated matter in the
field of Al, and more specifically in LLMs. The problem begins with the data contained
within a dataset that those models are being trained on, down to the feedback and queries
the companies collect and use to make these models better. Human feedback is vastly
utilized to improve the answer integrity and accuracy of models such as ChatGPT (Etha-
yarajh et al., 2023). The users who are asking the questions are actively contributing to
the model’s future effectiveness by rating the answers they receive. It is a notable fact
that about 60% of the weighted pre-training dataset that was used for GPT-3 comes from a
filtered version of Common Crawl (Commoncrawl, 2023) which contains 410 billion byte-
pair-encoded tokens of webpages from around the world (Huggingface, 2023). Recently,
a legal battle began against OpenAl led by the author and entertainer Sarah Silverman, as
well as horror and fantasy author Christopher Golden and the novelist Richard Kadrey.
They litigated against both OpenAl and Meta in a US District Court over dual rights of
copyright infringement; and this case seems to be only the beginning (W. Davis, 2023). In
Al-assisted lifelong education, this issue grows more serious for online AI models. What
happens to the personal data of the students? How is it possible to safeguard the spread
of sensitive information like birth dates, grades, or lesson progress? The ethical question
here is: “Cui bono”? Who benefits most from the innovation this technology has to offer?
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Is it the user, or the company who released the model? While it is difficult to have a defini-
tive answer, we should make sure that certain failsafes are in place. But what if, instead of
asking if we can trust a company that provides the Al model and how they may use the
students’ personal data and information, we would introduce methods to remove the trust
question via a trustless protocol?

Proposed Methods for Privacy Preservation:

The three methods we proposed in this manuscript can isolate personal identifiers of
students from the class while using Al models. All proposed methods ensure compliance
with the current GDPR regulations and mitigate the risk of extremely high fines for the
educational organization. Even in non-severe cases, such as those related to organizational
and technical issues, may result in fines of up to EUR 10 million or 2% of total worldwide
annual revenue, whichever is higher. However, none of these methods answers another
ethical dilemma, which is the question of whether any of the online or offline models now
available are able to replace the human teacher factor in education. This, along with other
questions of an ethical nature, are discussed in the Discussion section. We next present a
comparative analysis of all three methods (Table 1).

Table 1. Comparative Analysis of all three proposed methods.

Criteria Triple-Entry Accounting (TEA) Merkle Trees Offline Models
Ensures integrity through Uses cryptographic hashes to Depends on the integrity of the
Data Integrity cryptographic verificationand ~ verify individual transaction model’s preloaded data and

consensus mechanism
among parties.

data integrity through
tree structure.

requires manual updates
for changes.

User Privacy

Provides privacy through
pseudonymization; sensitive
data is not stored in plain text.

Offers privacy by allowing
verification of data without
revealing underlying
information due to

hash function.

Enhances privacy by storing
data locally without network
exposure; user data are

not transmitted.

Potentially scalable but could
be challenged by increased

Highly scalable due to efficient

Scalability may be limited by

Scalability . o storage and verification of large  local hardware capabilities and
transaction volumes requiring .
. data sets using tree structures. the need for frequent updates.
processing power.
Provides real-time access to . . o . s
. . Not inherently designed for Limited real-time flexibility;
Real-time data and transactions, . 2. .. .
s . real-time usage, verification may = dependent on prior updates and
Accessibility important for cause slight delays local processing power
educational settings. & ye. P &P '
Implementation complexity
. Requires more sophisticated Easier to implement in existing varies; requires extensive
Implementation ) - . . . .
Complexity infrastructure and expertise for ~ blockchain structures; relatively =~ preprocessing, but can be

setup and maintenance.

straightforward in integration.

simpler for
isolated environments.

Compliance with
Regulations

Designed to align with data
protection regulations (e.g.,
GDPR) by explicitly managing
consent and access rights.

Generally complies depending
on implementation; requires
careful management of user
data within the blockchain.

Can comply with data
regulations by isolating sensitive
information and ensuring local
storage without transmission.

Cost-Effectiveness

May incur higher costs with
initial setup and ongoing
operational expenses.

Generally more cost-effective for
verifying large datasets due to
minimal

computational overheads.

Potentially cost-effective as it
reduces dependence on cloud
services and

network infrastructure.

User Experience

Users may require knowledge
of the system; the learning
curve can impact

usability initially.

Generally offers a seamless
experience for users as they
benefit from efficient

data verification.

Enhanced user satisfaction due
to ease of access to resources
without potential

online restrictions.
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Finally, we present a (theoretical) quantitative analysis for each method considering
the respective metrics presented in the comparative analysis (Table 2).

Table 2. Quantitative analysis of all three proposed methods.

Criteria Triple-Entry Accounting Merkle Trees Offline Models
(TEA)

Data Integrity (Score out of 10) 9 8 7

User Privacy (Score out of 10) 8 9

Scalability (Transactions
per second)

Blockchain-dependent Blockchain-dependent Token-dependent

Fees-dependent. Canbe  Fees-dependent. Can be EUR 300-600 for the

Implementation Cost (EUR) as low as EUR 0.00001 as low as EUR 0.00001
current setup
per record per record
Implementation Time (Months) 1 1 1
User Experience (Satisfaction 7 3 9
Score out of 10)
Compliance Score (out of 10) 9 9 10

Efficiency (Resource Usage %)

Blockchain-dependent: Blockchain-dependent: ~ 40% compared to the
1-70% 1-70% online models.

Empirical Validation through comparison with existing case studies:

Our present work is not the first to try to address the problem of user privacy. Review-
ing the current literature regarding privacy-preserving technologies in Al-empowered ed-
ucation, we try to empirically validate our proposed methods.

Several case studies give insights into current alternatives. In their work, Akgun and
Greenhow (2021) discuss data privacy challenges in online learning environments. They
enumerate the Ethical concerns and potential risks of Al applications in education, and
they compare case studies from different educational institutions that have implemented
Al They addressed their successes and failures in dealing with privacy concerns and pro-
vided practical insights on an ongoing issue. On privacy-preserving Al implementations,
Chan (2023) presents an analysis of various privacy-preserving methodologies in Al ap-
plications across different sectors, including education. Moreover, Holmes et al. (2022)
conducted longitudinal studies on the impact of security measures in educational settings.
On user education and privacy, the findings from Boutin (2022) discuss the impact of user
education on privacy outcomes and can be used to create case studies that compare ed-
ucational outcomes in institutions that prioritize user awareness versus those that do not.
Finally, Archambault (2021) outlines privacy regulations and frameworks affecting diverse
student populations in privacy frameworks across demographics.

We compare the aforementioned case studies with the manuscript’s proposed meth-
ods in the following table (Table 3). The comparative analysis evaluates how these three
methods improve privacy protection, enhance user trust, address implementation chal-
lenges, and increase effectiveness in educational settings.
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Table 3. Empirical validation via comparative analysis with other case studies.
. . . Overall
Method/Case Study Privacy Preservation = User Trust Implementation Challenges .
Effectiveness
Proposed Method: Complexity in managing and
Triple-Entry High Moderate verif pin tzlansac tionﬁ & High
Accounting (TEA) yms
Proposed Method: . Integration into existing .
Merkle Trees High Moderate systems may be challenging High
Proposed Method: Offline . . Difficulty in periodic updates
AI Models Very High High and current knowledge Moderate
Akgun and Greenhow (2021) Moderate Low Varies by institution and Moderate
technology adopted
Chan (2023) Moderate to High Moderate lefer‘ences in application High
effectiveness across sectors
. . Data gathering and .
Holmes et al. (2022) Moderate to High High longitudinal study complexity High
. . Complexity of .
J. Davis (2024) High Moderate blockchain integration High
Educational implementation
Boutin (2022) Moderate Low varies; reliance on Moderate
user commitment
Varies significantly by
Archambault (2021) High Moderate demographic and Moderate to High

institutional policy

The above comparative analysis against current research reveals several key insights:

Privacy Preservation: The evaluated approaches demonstrate strong privacy safe-
guards, with offline Al models providing the highest level of protection by completely
eliminating online vulnerability exposure.

User Trust: Solutions that operate offline generally inspire greater confidence among
users, as they eliminate data transmission concerns. Alternative approaches may encounter
varying degrees of trust challenges based on algorithmic transparency perceptions.

Implementation Challenges: Our case analysis highlights that deployment difficul-
ties vary significantly depending on technological complexity and context. While our pro-
posed methodologies face distinct obstacles, they often benefit from more structured im-
plementation frameworks.

Overall Effectiveness: When compared to existing approaches documented in the
literature, our proposed methods demonstrate superior performance, particularly in sce-
narios demanding robust privacy protections.

4, Discussion

The three methodologies presented in this work, namely TEA and DLT, Merklized
transactions, and offline LLMs, form three separate new frames of reference for assisting
the role of the tutor. Undoubtedly, the relationship a teacher may have with the student
is a distinctive one. Capturing the nature of that relationship requires an approach which
recognizes the characteristic ways in which the dispositions and motivations that govern
it are guided (Oakley & Cocking, 2001, p. 51). One such approach is, for example, “what it
means to be a good teacher”. This conception, which is personal and particularistic and not
universalist, operates as a controlling parameter or regulative ideal in determining whether
to take on the task of teaching. In this case, the teacher does not look at the situation in a
detached manner. He/she does not step back to adopt a stance reflecting an impartial, uni-
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versal perspective, figuring out what that viewpoint suggests to anyone situated similarly
to her/himself (Stelios, 2020, p. 112). The teacher’s motivation is of a more particularistic
nature. He/she builds the bond with the student, approaches them and delivers based on
the particular special needs and characteristics of the person.

Personalization and/or personalized learning refers to tailoring teaching to accommo-
date specific individuals through the collection of personal data. Before the advent of in-
formation and communication technologies, the personalized manifestation of education
depended on the virtues of the teacher. Today, although the individual needs of each
student can be captured using sophisticated models, it is not certain that they can be ad-
dressed without the presence of the human factor. The role of a human tutor remains
particularly important.

Additionally, decent professional roles must be part of a decent profession. A good
profession is one which involves a commitment to the human good; a good “which plays a
crucial role in enabling us to live a humanly flourishing life” (Sen, 1985, p. 74). But is there
a link between serving professional roles and serving human good? We believe so. For
instance, if we can consider the enhancement—through formal, non-formal and informal
learning —of the quality of life of both individuals and their collectives in different stages
and domains of life as the central goal or telos of lifelong education, then teaching cer-
tainly counts as a good profession (Stelios, 2020). A good teacher is one whose motivation,
planning, and action towards their students are guided by a certain awareness of what the
activity of teaching involves. This conception of what it is to be a good teacher is ideally
shaped by virtues.

By interacting with human activity, Al-empowered technology can address chal-
lenges learners may experience within the framework of their work practices. In particular,
the Capabilities approach (Sen, 1985) can serve as a telos—actually, a shift of telos—for life-
long education (Rubenson, 2019; Tuijnman & Bostrom, 2002). Instead of Al-based personal-
ized technologies in work and everyday life that deal primarily with learning implications
identifying skill development as an economic investment, framing learning through the Ca-
pabilities approach is focused on agency, equity, freedom and on a broader human devel-
opment view. The emphasis is on personal satisfaction, aspirations and autonomy and not
so much on the development of skills. Human well-being is as important as widespread
economic guiding concepts and human capital theory.

A (hypothetical) syllogism emerges from the above. Achieving privacy through the
methods mentioned above can lead to a personalized form of education that will consider
the diverse data and, ultimately, characteristics of each adult student. This personaliza-
tion in education is extremely important. It represents the good and virtuous professional
role of the teacher which, within lifelong education, takes on a more humanistic character
through the Capabilities approach.

It is noteworthy how the above syllogism (Figure 6) starts from an informational
and practical approach to privacy to conclude that there is a humanistic conception of Al-
empowered education. Of course, to the extent that an online or offline Al-based model
can (a) not only ensure privacy but also (b) exploit personalization by offering comprehen-
sive lifelong learning, then it can replace the human teacher. The second option is clearly
quite difficult to achieve and for this reason we believe that humans should be present in
teaching processes.
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[ Human factor ]

Figure 6. An illustration of the syllogism.

Below, we present the real-world challenges that occur for each method, based on
scalability, difficulty of implementation, costs and usability. Table 4 outlines the challenges
associated with each method, making it easier to compare and understand the key issues
that may arise during implementation, which we try to address below.

Table 4. Real-world challenges for each proposed method.

Method

Security

Privacy Computational Cost

High; employs cryptographic
verification and consensus

Triple-Entry

Provides privacy through May incur higher initial

Accounting (TEA)  mechanisms, ensuring data pseu.d.onymlzatlon; setup costs and ongoing
. . . sensitive data are not .
and DLT integrity and security . operational expenses.
) directly stored.
among parties.
High; utilizes cryptographic Allows verification of data ~ Generally more
hashes to verify individual without revealing sensitive  cost-effective for large
Merkle Trees . . . . . : .
transaction data integrity, information, enhancing datasets due to minimal
maintaining security. user privacy. computational overhead.
Potentially cost-effective
Moderate;eles on he inherent o LR PRERN L e
Offline Models security of the local environment 5 y

and lack of external threats.

maintenance and
data storage must
be considered.

not requiring
online access.

Practical Considerations for Privacy Implementation

To successfully integrate privacy-preserving methods in Al-enhanced lifelong education,
several key practical factors must be addressed:

Institutional Factors

Educational institutions need strong leadership support and mind-changing practices to
foster innovation while prioritizing data privacy. They should consider upgrading the
technological infrastructure, faculty training needs, and take into account existing legal
policies. By making partnerships with industry, they can gain expertise and resources for
implementing privacy solutions.
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Regulatory Factors

Institutions must comply with privacy laws like GDPR. A thorough and detailed compli-
ance strategy should be developed, with legal expertise to navigate regulatory complexities
and reduce risks.

Economic Factors

Privacy-preserving implementations are expensive and require financial investment, and
the cost depends on the method. Institutions should conduct cost-benefit analyses, con-
sider long-term savings from preventing data breaches, explore funding opportunities,
and apply changes gradually throughout a multi-year policy to manage budgets.

Policy Contexts

The existing educational policies also affect technology implementation. Institutions
should review their current policies for compatibility with new methodologies and engage
in advocacy for regulations that support innovation while protecting privacy.

Industry Collaboration

Partnerships with specialized technology companies provide tools, training, and support
for implementing privacy-preserving methods. Such collaborations provide knowledge
sharing and development of solutions aligned with educational needs.

By addressing institutional, regulatory, economic, and policy considerations while foster-
ing industry partnerships, we believe that a much needed framework will be created, for
educational institutions to effectively leverage Al while protecting student privacy.

5. Conclusions

The integration of Al in education has opened up new possibilities for lifelong learn-
ing. However, itis crucial to address concerns regarding privacy and data protection when
utilizing Al-powered technologies to maintain a secure environment. This research paper
presents three distinct novel approaches to ensure privacy in Al by employing techniques
such as Triple-Entry Accounting with Distributed Ledger Technology, Merkle trees, and an
offline multimodal Al tutor model that operates without internet access. These solutions
demonstrate the potential for balancing privacy concerns while harnessing the benefits of
Al in lifelong education. However, this study lacks empirical evaluation and real-world
data sources. Our approach is primarily theoretical at this stage, with no actual real-world
data collected to validate its effectiveness. As such, the study should be considered purely
as a Proof of Concept.

This research aims to mitigate privacy concerns in Al for lifelong education and the
enormous financial risks that come in case of privacy violations for the educational organi-
zation. It has examined methods using advanced technologies like Triple-Entry Account-
ing, blockchain and Merkle trees to achieve this. Lastly, an isolated AI model is proposed
that is able to create an Al assistant that can function offline, protecting user data while
still offering the advantages of Al in education. There are, however, real-world challenges
that cannot be ignored. For instance, there are certain difficulties in the implementation
of TEA and DLT regarding the complexity of the method. The same happens with the
Merklized transactions. On the other hand, the difficulty of periodic updates to attain cur-
rent knowledge is the burden of Offline LLMs and can be challenging for remote schools
where these models could be more useful. In any case, further research will have to include
real-life application of each method to evaluate the strong and weak points presented in
this manuscript.

Within lifelong education, personalized learning is an important factor directly re-
lated to privacy. What seems to be the case is that it also represents a guide to achieving
the ideal Al-empowered lifelong education as it relates to the virtues of the human tutor.
This humanitarian underlying nature of education should be considered when referring
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to technological approaches and models. The syllogism presented can be a foundation
for further research which we plan to address separately and thoroughly in a forthcom-
ing manuscript.

Below, we enumerate and summarize the manuscript’s contributions, limitations, and
future work directions:

Contributions:

We present three new privacy-preserving approaches for Al in education:

— Triple-Entry Accounting with Distributed Ledger Technology
—  Merkle trees implementation
—  Offline multimodal Al tutor model without internet connectivity

All three methods are meant to balance privacy protection with Al benefits in lifelong
learning and they provide solutions for mitigating financial risks associated with privacy
violations for educational organizations.

Limitations:

—  There are implementation challenges with Triple-Entry Accounting and DLT due to
method complexity

—  Technical difficulties with Merklized transactions implementation

—  Offline LLMs face challenges with periodic updates to maintain current knowledge

—  Limited accessibility for remote schools where these models could be most beneficial

Future Work Directions:

— Real-world application testing of each method to empirically evaluate strengths
and weaknesses

—  Further research into personalized learning as a key factor in privacy-preserving
Al education

—  Exploration of the humanitarian aspects of education in relation to technological approaches

— A planned forthcoming manuscript addressing personalized learning and the ideal
Al-empowered lifelong education system
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Abbreviations

The following abbreviations are used in this manuscript:

Al Artificial Intelligence

DLT Distributed Ledger Technology

ECDSA Elliptic Curve Digital Signature Algorithm
GDPR General Data Protection Regulation

GPT Generative Pre-trained Transformers
GPT4All  Generative Pre-trained Transformers for All
ID(s) Identification(s)

LLaMA  Large Language Model Meta™ Al
LLaVA Large Language and Vision Assistant
LLM(s) Large Language Model(s)

RAG Retrieval Augmented Generation

RLHF Reinforcement Learning from Human Feedback
SHA-256  256-bit Secure Hashing Algorithm

TEA Triple-Entry Accounting
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