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ABSTRACT
We introduce and demonstrate the usefulness of a tool that automat-
ically annotates therapist utterances in real-time according to the
therapeutic role that they perform in an evidence-based psycholog-
ical dialogue. This is implemented within the context of an on-line
service that supports the delivery of one-to-one therapy. When
combined with patient outcome measures, this tool allows us to
discover the active ingredients in psychotherapy. In particular, we
show that particular measures of therapy content are more strongly
correlated with patient improvement than others, suggesting that
they are a critical part of psychotherapy. As this tool gives us in-
terpretable measures of therapy content, it can enable services to
quality control the therapy delivered. Furthermore, we show how
specific insights can be presented to the therapist so they can reflect
on and improve their practice.

CCS CONCEPTS
• Information systems → Decision support systems; • Com-
puting methodologies → Discourse, dialogue and pragmatics; •
Applied computing→ Health care information systems.
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1 INTRODUCTION
Mental health is a substantial healthcare concern for the world’s
population. It is estimated that one in four people are affected
by a mental illness during their lifetime and that mental illness
costs the global economy $1 trillion per year in lost productivity
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alone. Psychotherapy is an effective intervention for a range of
mental health problems. In particular, cognitive behavioural therapy
(CBT) is a popular and effective evidence-based talking therapy that
teaches patients the skills and techniques needed to help overcome
and manage their symptoms. While CBT has been shown to be
as effective as medication on a range of disorders, only half of
those diagnoseable with a specific condition actually recover. In
fact, the recovery rates for CBT have largely been stagnant, or even
decreasing [8], in the last 30 years. Furthermore, given that the vast
majority of therapy happens behind closed doors, it is difficult to
objectively measure the quality of therapy being delivered or to
identify the aspects of therapy that are most effective.

While there has been a technological revolution in the area of
physical health in the last 50 years, where practitioners have been
equipped with more accurate instruments, diagnostic tests, and
medical devices (e.g. x-rays, MRI, blood tests, DNA sequencing),
there has been very little change in how psychotherapy has been
delivered. However, it is increasingly being recognised that online
applications have a crucial role to play in increasing access to
services, alleviating the burden on existing mental health services,
and in driving innovation in the mental health domain.

One recent development in the mental healthcare sector in the
UK is the use of online systems to support the delivery of psy-
chotherapy. One particular case is internet-enabled CBT (IECBT)
which allows a therapist to deliver CBT to a patient over their
mobile device via real-time text-based conversation. This is an im-
portant development as it means that every interaction between a
therapist and patient is recorded. In this work, we present a tool1
that uses deep learning to automatically categorise therapist utter-
ances according to the role that they play in therapy. In order to
train and evaluate our model, human annotations were gathered
from 290 hours of therapy. We then applied our tool to a large-
scale dataset containing session transcripts from over 14,000 cases
of IECBT (approximately 90,000 hours of therapy) to calculate a
quantifiable measure of treatment delivered. Finally, using a logistic
regression analysis, we investigated the relationship between the
quantity (or âĂŸdosageâĂŹ) of each aspect of therapy delivered
and clinical outcomes.

1https://youtu.be/TSfuxYctyik
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2 BACKGROUND AND ONLINE CBT
While there has been an increase in online forums and web-based
applications for mental healthcare, in most cases these deliver self-
help materials for patients with mild symptoms and are not a re-
placement for one-to-one therapy. In IECBT, a patient communi-
cates one-to-one with a qualified CBT therapist using a real-time
text-based message system. IECBT has been shown to be clinically
effective for the treatment of depression [5] and is currently com-
missioned in the UK by the National Health Service (NHS) under
the Improving Access to Psychological Therapies (IAPT) [2] pro-
gramme. As CBT is a short-term goal-orientated intervention, the
typical number of sessions is between five and 20. As mandated by
IAPT, symptoms are measured before each therapy session using
self-reported instruments i.e. Patient Health Questionnaire (PHQ-9)
and Generalised Anxiety Disorder Assessment (GAD-7). An exam-
ple segment of therapy delivered using this modality is shown in
Figure 1.

Figure 1: A screenshot of an example therapy session with
labels being applied in real-time to each therapist utterance
by our deep learning model (TIM).

Some related work [6, 11] has developed a dialog-act modelling
approach for motivational interviewing conducted on spoken tran-
scripts; the aim of which is to measure the fidelity of the session
to the therapy model. This differs from our work in terms of the
psychotherapy domain, the modality, and the fact that they do not
aim to discover which aspects of therapy are most effective.

Table 1: Categories of therapist utterances (* means that the
category is stylistic and was determined by a regular expres-
sion)

Therapist Utterance Categories

Mood Check Planning for the Future
Obtain Update Elicit Feedback
Bridge Summarise Session
Risk Check Greeting
Set Agenda Arrange next Session
Review Homework Goodbye
Set Goals Other
Formulation *Socratic Questioning
Give Feedback *Therapeutic Thanks
Change Methods *Therapeutic Empathy
Perceptions of Change *Therapeutic Praise
Set Homework *Collaboration

3 HUMAN ANNOTATION
In conjunction with an experience clinically trained CBT practi-
tioner, a research psychologist developed a set of 19 content-based
categories and five stylistic categories that capture the role that
therapist utterances play in CBT. The research psychologist an-
notated 290 hours of therapy (11,221 utterances) applying one or
more of the 19 content-based categories to each utterance. The five
stylistic categories were identified using regular expressions. A list
of all the therapy categories used in the annotation effort are shown
in Table 1. Using the annotated data, we trained a deep learning
model using 8,859 utterances from 230 therapy sessions with the
remaining data being kept for validation (30 transcripts) and testing
purposes (30 transcripts). The deep learning model is described in
the next section.

4 DEEP LEARNING ARCHITECTURE
We developed a deep learning model (see Figure 2) to automatically
classify each utterance into one or more of the 24 categories. Firstly,
we used word2vec [10] on a preprocessed version of the entire data
set of over 90,000 transcripts (approx. 200M words) to learn word
embeddings that are suited to the domain of psychotherapy. We
preprocessed our data by tokenizing according to whitespace and
punctuation and then by lower-casing all tokens (we kept punctu-
ation symbols as separate tokens). This resulted in a vocabulary
of 89,260 words, each represented as a continuous dense vector of
length 200.

We modelled each utterance in a transcript as a sequence of
word embeddings and fed these into a bidirectional long short-term
memory [7] (BiLSTM). We used max-pooling over the hidden states
of the BiLSTM to encode each utterance as a fixed-length vector.
In order to model each utterance in the context of the entire tran-
script, we fed each of the fixed-length utterance representations in
a transcript into another BiLSTM and used the hidden state at each
time-step to feed into our final output layer. For both our BiLSTM
stages, we used a hidden dimension of 400 and used dropout of 0.5
[4]. A fully connected layer maps each fixed length utterance-in-
context representation into a vector of length 23 (23 classes with
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Figure 2: A diagram of the deep learning architecture where
word representations (blue) are transformed via an LSTM
intoword-in-context representations (green)which aremax-
pooled into utterance representations (orange) and are fed
into another LSTM to create utterance-in-context represen-
tations (pink).

the ‘Other’ class modelled as all zeros) with a sigmoid activation
function used on this output. Conceptually, each category is mod-
elled as a binary classifier. The training labels were obtained from
manual annotation for 19 of the categories, and from high-precision
regular expression for the remaining five categories. We call our
model TIM (Therapy Insights Model).

5 EXPERIMENTS
We compared our model to a number of other baseline systems for
sentence classification. As a simple baseline, we used a multilayer
perceptron (MLP) that uses simple unigram lexical features as input.
This MLP had one hidden layer the size of which was tuned on
the validation set. As a more advanced baseline we used StarSpace
[12] which is reported to outperform FastText [9] on a number of
classification tasks. On the validation set, we found that a bigram
model worked best. We also used a BiLSTM with max-pooling
as another baseline [3]. For this baseline, we tuned the hidden
dimension and dropout on the validation set. These three baselines
treat each utterance in isolation and have no wider contextual
information available during classification.

5.1 Classification Results
Table 2 shows the results (F1-score) of the various automated ap-
proaches to the utterance annotation task for the 19 manually
annotated categories. The MLP that uses the simple lexical features
is the worst performing model. The best non-contextual model is
the BiLSTM. Overall, the best performing model is TIM which uses
contextual information from the wider transcript when annotating
an utterance.

Table 2: F1 scores for the manually annotated categories on
test data for the three baselines and TIM.

Category # MLP SS BiLSTM TIM

Arrange next Session 45 0.68 0.84 0.86 0.87
Bridge 12 0.50 0.52 0.60 0.56
Change Methods 428 0.62 0.69 0.65 0.68
Elicit Feedback 42 0.30 0.34 0.55 0.61
Formulation 44 0.35 0.39 0.54 0.65
Give Feedback 74 0.26 0.39 0.37 0.37
Goodbye 41 0.84 0.91 0.87 0.92
Greeting 28 0.81 0.89 0.95 1.00
Mood Check 24 0.55 0.56 0.66 0.68
Obtain Update 35 0.37 0.43 0.52 0.61
Other 293 0.52 0.60 0.58 0.63
Perceptions of Change 20 0.12 0.37 0.25 0.25
Planning for the Future 24 0.20 0.21 0.35 0.49
Review Homework 37 0.21 0.43 0.39 0.40
Risk Check 15 0.52 0.81 0.70 0.72
Set Agenda 53 0.54 0.63 0.64 0.77
Set Goals 12 0.25 0.29 0.59 0.64
Set Homework 52 0.29 0.44 0.47 0.60
Summarise Session 0 n/a n/a n/a n/a
macro-avg-F1 0.44 0.54 0.58 0.64
micro-avg-F1 0.39 0.53 0.56 0.66

6 OUTCOME RELATED INSIGHTS
In order to understand the therapy features that are associated
with reduced symptoms, we performed a logistic regression on
statistically reliable improvement. Patients are defined as having
reliably improved if they have dropped by 6 points on the PHQ-9
scale or 4 points on the GAD-7 scale (with no reliable increase in
the other) [2]. Patients scoring above 9 on the PHQ-9 or above 7
on the GAD-7 were classed as meeting the clinical threshold at
assessment and were included in this regression analysis (approx.
14,000 cases). The TIM tool was used to automatically annotate
all sessions (excluding the final session) for those patients (approx.
90,000 hours of therapy). Then the number of words of each therapy
feature in Table 1, averaged over all sessions attended by a patient
(excluding the final session), was used as a measure of the ‘dosage’
of that feature administered to that patient (case), while controlling
for the number of sessions and other patient variables [1].

The results revealed a significant relationship between a num-
ber of features and statistically reliable improvement. ‘Therapeu-
tic Praise’, ‘Planning for the Future’, ‘Perceptions of Change’, ‘Set
Agenda’, ‘Elicit Feedback’, ‘Review Homework’ and ‘Give Feedback’
were all positively associated with reliable improvement. ‘Change
Methods’ - a CBT-specific feature of therapy was also positively
related with improvement. By contrast, increases in‘non-therapy’
related content (‘Other’, ‘Greeting’ and ‘Goodbye’) were negatively
related with improvement, as were ‘Therapeutic Empathy’, ‘Risk
Check’ and ‘Bridge’. The output from this analysis can be used
in a number of important clinical ways, including quality control,
clinical decision support, and clinical supervision.
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(a) clinical decision support (b) therapist feedback

Figure 3: A screen-shot of in-session clinical decision support (a) and of therapist feedback (b) after a particular session (green
indicates a suitable amount of that particular content was delivered).

6.1 Automated Quality Control
The output of the logistic regression model enables automated
quality assurance. Using the logistic regressionmodel as a predictive
model, we can estimate the probability of recovery for any therapy
session based on the quantity of the specific categories. Space limits
the inclusion of a screen-shot of the output of a daily ranking of
sessions.

6.2 Clinical Decision Support
The real-time nature of the automatic annotation tool allows us to
monitor the delivery of crucial elements in live therapy. For example,
therapists can be reminded to set an agenda or to set homework
when they have not done so. Figure 3a shows an example of this in
terms of a session plan which is updated as items are addressed by
the therapist.

6.3 Automated Clinical Supervision
Clinical supervision allows therapists to discuss their practice with
an experienced supervisor as part of their professional development.
Given the data-driven nature of our insights, we can supply our
therapists with summaries and insights for every session that they
deliver. Figure 3b is an example of a session summary presented
after a session which indicates which aspects of therapy are suffi-
cient and which may be lacking. This can help therapists reflect on
the specific session or on the therapy they deliver more generally.

7 CONCLUSION
This paper demonstrates a tool (TIM) that automatically annotates
CBT transcripts. Along with paired outcome data, it engenders a
sea-change in how psychotherapy can evolve in the digital age.
We have demonstrated how it can be used to inform clinical best
practice and furthermore, we outline three use cases for how this
technology can be used in practice.
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