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Background. Prevalence rates for anxiety and depression are increasing globally, outpacing the capacity 
of traditional mental health services. Digital Mental Health Interventions (DMHIs) offer a cost-effective 
solution, but user engagement is poor. Integrating AI-powered conversational agents could enhance 
engagement and the user experience, though AI technology is rapidly evolving, and the acceptability of 
these solutions remains uncertain. 
 
Objective. This study aims to understand the acceptability, engagement and usability of a conversational 
agent-led DMHI with human support for generalized anxiety by exploring patient expectations and 
experiences using mixed methods.  
 
Methods. Participants (N=299) were offered a DMHI for up to 9 weeks and completed self-report validated 
measures of engagement (User Engagement Scale, UES, N=190), usability (System Usability Scale, SUS, 
N=203) and acceptability (Service User Technology Acceptability Questionnaire, SUTAQ, N=203) post-
intervention. To explore patients’ expectations and experiences with the digital program, a sub-sample of 
participants completed qualitative semi-structured interviews before the intervention (N=21) and after the 
intervention (N=16), analyzed using inductive Thematic Analysis.  
 
Results. Participants found the digital program engaging (mean UES total score = 3.7, 95%CI [3.5,3.8]), 
rewarding (mean UES rewarding subscale = 4.1; 95%CI [4.0-4.2]) and easy to use (SUS total score = 78.6, 
95%CI [76.5, 80.7]). Participants were satisfied with the program and found it increased access to and 
enhanced their care (mean SUTAQ subscales = 4.3-4.9, 95% CI [4.1-5.1]). Insights from both pre and post-
intervention qualitative interviews highlighted four key themes important for the acceptability of this digital 
program: 1) easy access to practical and effective solutions leading to tangible mental health improvements 
(“Accessing Effective Solutions”); 2) a personalized and tailored experience (“Personal Experience”); 3) 
being guided with a clear structure yet control over their journey (“Guided but in Control”); 4) fostering a 
sense of support facilitated by humans (“Feeling Supported”). Overall, the DMHI met expectations for 
theme 1, 3 and 4 yet participants wanted more personalization and felt frustrated when the conversational 
agent misunderstood them. 
 
Conclusions. Incorporating factors important for patient acceptability into DMHIs is essential to maximize 
their global impact on mental healthcare. This study provides quantitative and qualitative evidence for the 
acceptability of a structured, conversational agent-driven digital program with human support for adults 
with generalized anxiety. Findings emphasize the role of design, clinical and implementation factors in 
enhancing engagement, highlighting opportunities for continued optimization and innovation. Scalable 
models with stratified human support and the safe integration of generative AI are poised to transform 
patient experience and enhance the real-world impact of conversational agent-led DMHIs. 
 
Keywords: mental health; anxiety; digital intervention; conversational agent; artificial intelligence; user 
experience; acceptability; engagement; thematic analysis 
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Demand for mental healthcare is increasing, with one in eight individuals globally living with a mental health 
condition1. Despite this growing need, there are only four psychiatrists per 100,000 people worldwide2, 
leading to long waiting lists and lack of care3–5. The traditional one-to-one mental healthcare model is 
proving insufficient to meet the rising demand.  

Digital mental health interventions (DMHIs) provide a cost-effective way to increase access to care 
worldwide6, but face challenges with user engagement and adherence7–9. Key factors impacting 
engagement include available guidance, perceived fit and personalization10. Artificial Intelligence (AI) 
powered conversational agents, typically using tree-based dialogue systems, have shown potential to 
enhance DMHI engagement by offering more interactive and personalized experiences compared to self-
guided activities11. Meta-analytic evidence suggests these agents reduce attrition rates12, and show 
promising efficacy13–16. However, the agent misunderstanding user input can be frustrating17. Advances in 
generative AI, like Open AI’s ChatGPT (released November 2022), are rapidly evolving and enable more 
fluid and naturalistic interactions that have the potential to transform DMHIs. However, currently, most 
DMHIs rely on tree-based dialogues systems with templated responses to ensure a patient’s experience 
is safe, evidence-based and deterministic. It is unclear how user familiarity with generative AI applications 
will impact perceived effectiveness and engagement with conversational-agent DMHIs reliant on tree-
based dialogue systems. 

Acceptability is central to developing and evaluating DMHIs as it is linked to engagement, effectiveness 
and adoption18. It is a multi-dimensional construct that reflects how people think and feel about an 
intervention and whether they view it as appropriate, either before, during or after using it19. Qualitative 
studies suggest conversational agent-led DMHIs are perceived positively by users20, in part by providing 
easily accessible and judgment-free environments21. However, uptake of such interventions is impacted by 
mixed expectations on their effectiveness22,23. Presence or absence of empathy, personalization and ability 
of the agent to understand user messages also impact the user experience17,24. Our current understanding 
of conversational agent-led DMHI acceptability relies on limited qualitative data (e.g. app store reviews, 
answers to in-app free-text questions about positive and negative experiences)13,25–28. A deeper 
understanding of the many factors contributing to user perception and experience with conversational 
agent-led DMHIs is important to maximize their impact. The person-based approach to intervention 
development highlights the importance of using mixed methods to systematically investigate user 
perspectives and experiences, providing a deeper understanding of factors shaping intervention 
acceptability29. 

The current study reports additional patient-reported endpoints from a propensity-matched study 
evaluating the effectiveness, acceptability, engagement and safety of a digital program for adults with mild 
to severe symptoms of generalized anxiety16. Participants engaged with the program for up to 9 weeks via 
a smartphone app. The intervention consisted of a structured program using traditional and third-wave 
Cognitive Behavioral Therapy (CBT) approaches delivered through multimedia content and text-based 
interactions with an AI-powered conversational agent. The conversational agent followed a tree-based 
dialogue system, using natural language processing to deliver appropriate clinician pre-written responses. 
The program was combined with human support, aimed to enhance user experience and adherence with 
the program, addressing documented barriers to engagement10. The digital program showed a mean 
reduction in anxiety symptoms comparable to traditional human-delivered therapy16. This sub-study aimed 
to understand the acceptability, engagement and usability of the digital program by combining quantitative 
and qualitative methods to explore patient expectations and experiences with the intervention and examine 
the extent to which the program met their needs. Self-report measures for subjective engagement, usability 
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and acceptability were collected post-intervention to quantify the user experience, and qualitative semi-
structured interviews were conducted with a sub-sample of participants both prior to and following the 
intervention to provide deeper insights into user needs and experiences.  

This mixed methods sub-study explored the perspectives and experiences of individuals with mild, 
moderate and severe symptoms of generalized anxiety before and after engaging with a DMHI. It was 
conducted within a wider pragmatic, single-intervention arm study with a sample of 299 participants from 
the UK16.  

Potentially eligible individuals completed a clinical assessment with a qualified clinician to determine 
eligibility. At the point of consent, participants were asked if they wanted to participate in qualitative 
interviews. A sub-sample of participants (n=21) attended a semi-structured interview pre-intervention. All 
participants were asked to download the software on their smartphone and engage with the six-module 
program in their own time, over a nine-week period. Participants from the interviewed sub-sample were 
invited to attend a second semi-structured interview after using the program. All outcomes collected at 
different time points are reported in Palmer et al. (2024)16. For the present study, engagement, usability and 
acceptability measures, collected with validated questionnaires post-intervention, were analyzed, as well 
as qualitative analysis of the pre and post intervention semi-structured interviews. 

The study was pre-registered (ISRCTN ID: 52546704) and obtained ethical approval prior to recruitment 
(IRAS ID: 327897, NHS Research Ethics Committee: West of Scotland REC 4). The participant CONSORT 
flowchart for the whole sample and the interviewed sub-sample are summarized in Figure 1. For more 
details on participant flow prior to enrolment, please refer to Palmer et al. (2024)16. In line with the 
Declaration of Helsinki, all participants provided signed informed consent and were debriefed following 
the study. 

The intervention consisted of a six-module digital program delivered via a smartphone app (‘ieso Digital 
Program’; software name: IDH-DP2-001), developed by ieso Digital Health (https://www.iesogroup.com), a 
mental health technology company and provider within NHS Talking Therapies (TT) delivering 1:1 human-
delivered CBT via a typed modality to treat patients with common mental health disorders. The ieso digital 
program used a conversational agent to guide users through activities, with clinical oversight and user 
support provided by non-clinical research coordinators. The program was designed for people primarily 
presenting with symptoms of generalized anxiety and was based on principles from traditional CBT and 
third wave approaches such as Acceptance Commitment Therapy (ACT). Sessions were released on a 
timed schedule, subject to completing the prior session, allowing space for practice and reflection between 
sessions. Each session included videos, educational content, conversations, and worksheets written by 
accredited clinicians. To ensure safety and clinical quality of the messages delivered to the user, the 
conversational agent used in this version of the program followed a tree-based dialogue system, using 
natural language processing to understand user input and deliver appropriate pre-written responses. The 
program complied with ISO 13485 and was registered as a UKCA marked Class 1 medical device. For more 
details, see Palmer et al. (2024)16. 

https://www.iesogroup.com/
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Figure 1 – Participant flow for study sample and interviewed sub-sample. Details of recruitment sources and participant flow prior 
to enrolment are detailed in Palmer et al. (2024). Participants were withdrawn either actively (requested to withdraw), passively 
(dropped-out or disengaged from study procedures), clinician-led (withdrawn based on clinician recommendation), or other (due 
to reasons such as technical issues). Participants who consented to be interviewed were invited to book an interview slot on a first-
come first-served basis. Participants were given two days to respond to the invitation. Interview invitations were stopped once a 
sufficient sample had attended a pre-intervention interview. Participants completed some post-intervention questionnaires in 
ieso’s validated clinical delivery platform developed to collect patient outcomes as part of routine care in NHS TT (System Usability 
Scale, SUS; Service User Technology Acceptance Questionnaire, SUTAQ), and one on Qualtrics (User Engagement Scale, UES). 

Adults with mild to severe anxiety symptoms were recruited between 10th October 2023 and 2nd February 
2024, through three streams: i. referrals to ieso’s typed therapy service (self-referral or via their NHS 
Provider) (https://www.iesohealth.com/); ii. responses to online advertisements; and iii. responses to email 
invitations through the NIHR BioResource (https://bioresource.nihr.ac.uk/). Only participants with a main 
presentation of Generalized Anxiety Disorder (GAD) were eligible, as established through a clinician 
assessment following the NHS TT manual30.  

Participants had to meet the following eligibility criteria: 

• > 18 years at point of recruitment 
• GAD-7 total score > 7 
• PHQ-9 total score < 16 
• Access to a smartphone and internet connection 
• Registered with a General Practitioner in the UK 
• Not currently receiving psychological therapy 
• Suitable for CBT (excludes individuals with diagnosis of multiple disorders, psychotic or personality 

disorder, autism spectrum condition or intellectual disability) 
• No diagnosis of an untreated mental health condition including substance misuse, except GAD or 

Major Depressive Disorder (MDD) 
• Not have Post-Traumatic Stress Disorder (PTSD), Obsessive-Compulsive Disorder (OCD) or Panic 

Disorder 
• Not have a change in psychiatric medication in the past 1 month 
• Not display significant risk of harm to self, to others or from others (established with the clinical 

assessment) 
• Not previously participated in user research for the digital program 

https://bioresource.nihr.ac.uk/
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Considering the study’s aims and design, participant specificity, and experienced user researchers 
collecting data, a moderate sample size between 15 to 30 participants was estimated to provide sufficient 
informational power31. We aimed to enroll up to 30 participants to account for an estimated 50% attrition 
rate with the goal of having at least 15 post-intervention interviews. Those who consented to interviews 
self-selected into the interviewed sub-sample by signing up for a pre-intervention interview slot on a first-
come-first-served basis. If they didn’t sign-up within two days of receiving the invitation they were sent the 
information to continue with the app download to avoid delays. Interview invitations were sent out from 
December 2023, two months into the enrolment period. Interview invitations were stopped once a sufficient 
sample had attended a pre-intervention interview. 

Vouchers up to a total of £60 were provided for participating in the study based on study assessments 
and completion of modules. An additional £15 voucher per interview was provided to those who attended 
an interview.  

Experts-by-lived experience were involved as members of a PPI panel. PPI members took part in study 
conceptualization and supported recruitment through co-designing marketing campaigns and participant 
facing documents. PPI members were also involved in the thematic analysis process through a workshop 
aimed to discuss the coherence of thematic groupings and the relevance of theme names, providing 
insights to improve the analysis. Prior to the workshop, PPI members were introduced to thematic analysis 
and qualitative methods.  

Validated self-report measures of user experience were collected at post intervention between January 
and April 2024 (after completion or after nine-weeks), either via ieso’s validated clinical delivery platform 
(System Usability Scale; Service User Technology Acceptability Questionnaire) or QualtricsTM (User 
Engagement Scale). Demographic data were collected at enrolment and are summarized in Table 1.  

Engagement was evaluated with the User Engagement Scale (short form) (UES)32, a validated scale to 
measure user engagement with digital systems. This scale consisted of 12 items across 4 subscales: i. 
“Focused Attention” - how absorbed the individual was in the intervention, ii. “Perceived Usability” - 
whether the intervention was taxing or frustrating to use, iii. “Aesthetic Appeal” - how visually appealing the 
intervention was, and iv. “Rewarding” – whether using the intervention was worthwhile. The 12 items were 
rated on a 5-point scale (strongly disagree = 1; strongly agree = 5). A high score can be interpreted as 
positive perceived engagement. Items were presented in a random order for each participant. Three items 
on the “Perceived usability” sub-scale were reverse scored, such that a lower value on each item was 
associated with greater perceived engagement. Individual items are reported as the number and 
percentage of participants that selected each Likert rating. These were averaged across items within each 
subscale to estimate the distribution of participants that on average agreed or disagreed with the items 
within each subscale. Average percentage agreement or disagreement to subscales across participants 
are also reported, calculated by regrouping all levels of agreement (agree, strongly agree) or disagreement 
(disagree, strongly disagree). 
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Usability was evaluated with the System Usability Scale (SUS)33. The SUS consisted of 10 items relating to 
the overall usability of the intervention. Items were rated on a 5-point scale (strongly disagree = 1; strongly 
agree = 5). An overall SUS score was calculated as a sum across all items after reverse coding certain items 
and scaling to produce a score from 0 to 10033. A high score can be interpreted as positive perceived 
usability. Individual items are reported as the number and percentage of participants that selected each 
Likert rating. These were averaged across all items to estimate the proportion of participants that on 
average agreed or disagreed with items across the questionnaire. Average percentage agreement or 
disagreement per item and for the whole questionnaire across participants are also reported, calculated by 
regrouping all levels of agreement (agree, strongly agree) or disagreement (disagree, strongly disagree). 

Acceptability was quantitatively evaluated with the Service User Technology Acceptability Questionnaire 
(SUTAQ)34. It consisted of 22 items across 6 sub-scales: i. “Care personnel concerns” – concerns about the 
skills and continuity of the personnel looking after them, ii. “Enhanced care” - beliefs that the intervention 
can improve care, iii. “Increased accessibility” - beliefs that the intervention enhanced access to care, iv. 
“Kit as substitution” - beliefs that the intervention may be an alternative to regular care, v. “Privacy & 
discomfort” – concerns privacy and the intervention interfering with their daily life or making them feel 
uncomfortable, and vi. “Satisfaction” – beliefs indicating acceptance and satisfaction with the kit and 
service provided. Participants rated their level of agreement with each item on a 6-point Likert scale 
(strongly disagree = 1; strongly agree = 6). High scores can be interpreted as positive user perception, 
except for sub-scales “Care personnel concerns” and “Privacy & discomfort” that are inverted, therefore a 
low score is interpreted as a positive user perception. The intermediate value 3.5 is interpreted as a point 
of neutrality. Reverse coding was carried out on one item in the “Kit as substitution” subscale34 (item 18, 
see Supplementary Table 3, Multimedia Appendix 2). Individual items are reported as the number and 
percentage of participants that selected each Likert rating. These were averaged across items within each 
subscale to estimate the distribution of participants agreeing or disagreeing with the items within each 
subscale. Average percentage agreement or disagreement to subscales across participants are also 
reported in text, calculated by regrouping all levels of agreement (mildly, moderately and strongly agree) or 
disagreement (mildly, moderately and strongly disagree). 

Semi-structured interviews pre- and post-intervention provided qualitative data about user expectations 
and experiences with the program, to assess the acceptability of the ieso Digital Program in meeting the 
needs of patients. Pre-intervention interviews, conducted by two researchers between December 2023 
and February 2024 (S.D., M.Z.), lasted 16-38 minutes (mean: 23 minutes). Post-intervention interviews, 
conducted by one researcher between February and April 2024 (MZ), lasted 30-47 minutes (mean: 39 
minutes). Pre-intervention interviews explored participants’ motivations to take part, their experience and 
views of using technology for mental health, and their expectations for the intervention. Post-intervention 
interviews explored participants’ overall experience with the intervention, engagement barriers and 
facilitators, perceived usefulness and effectiveness, and perceived safety and support. Refer to 
supplementary materials for detailed interview schedules (Multimedia Appendix 1). Interviews were 
conducted on Microsoft Teams and were automatically transcribed on Dovetail (https://dovetailapp.com) 
and reviewed and anonymized by researchers.   

https://dovetailapp.com/


Papiernik et al. (2025) – Acceptability of a Conversational Agent-led Digital Program for Anxiety 

8 

Pre- and post-intervention interviews were analyzed with Thematic Analysis35. One researcher trained in 
qualitative research methods (P.P.) familiarized with the data by reading transcripts multiple times and did 
line-by-line inductive coding at the semantic and latent level on Dovetail. Codes were then grouped into 
candidate themes, which were then reviewed by returning to the underlying data. Analysis was regularly 
discussed between researchers (P.P., C.E.P., M.B., M.Z.) and lived experience partners to refine themes, 
and authors met to agree on final themes and names. Final themes grouped both pre- and post- interview 
data that was linked by the common underlying concept of the theme. Results describe expectations and 
experiences in each theme. 

The Framework Method36,37 was used to explore patterns between pre-intervention expectations and post-
intervention experiences. Inductive themes from the thematic analysis were used to create an analytical 
framework, and coded extracts were categorized within it. A framework matrix summarized data for each 
participant and theme by interview time (pre-, post-), with illustrative quotes. The framework matrix was 
interpreted by exploring patterns within and between participants, before and after the intervention, and 
relevant nuances and insights were added to our description of themes developed through thematic 
analysis. 

 
The final sample for analysis included 203 participants who completed the SUS and the SUTAQ, and 190 
participants who completed the UES. Table 1 provides an overview of the demographic and clinical 
characteristics of participants enrolled in the intervention that completed the questionnaires (N=203). 80% 
were female, with a mean age of 41 years (SD=12.0; range: [19–75]), and 83% completed a significant 
proportion of the program (minimum meaningful clinical dose as defined in Palmer et al, 2024)16. UES and 
SUTAQ subscale scores are reported in Figure 2, and average agreement or disagreement across scale 
items are reported in Table 2 (UES, SUS) and Table 3 (SUTAQ). Item level data for each scale can be found 
in Supplementary Tables 1 to 3 (Multimedia Appendix 2). 
 

Overall, the mean total score for the UES was 3.7 (95%CIs [3.5;3.8]) indicating agreement that the program 
was engaging. On average across the intervention sample, 84% (n=159) agreed that the program was 
rewarding and worthwhile (Rewarding subscale mean=4.1, 95%CIs [4.0;4.2]), 68% perceived the app not to 
be frustrating or taxing (Perceived Usability subscale mean=3.7; 95%CIs [3.6;3.9]) and 70% found the app 
aesthetically pleasing (Aesthetic Appeal subscale mean=3.8; 95%CIs [3.7;3.9]). There were mixed views on 
whether participants were fully focused on the experience (Focused Attention subscale mean=3.1; 95%CIs 
[2.9;3.2]). Item-level scores indicated participants generally disagreed that they were “getting lost” in the 
experience, and there were mixed views on whether participants were fully absorbed in the app 
(Supplementary Table 1, Multimedia Appendix 2). 
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Table 1. Sample characteristics of all study samples 

Demographic Category 
Questionnaire 

sample (N=203) 
Interview sub-sample (N=21) 

Pre-intervention sample (N=21) Post-intervention sample (N=16) 

    

Baseline GAD-7a score, mean (SD) 12.4 (3.4) 11.8 (3.2) 11.6 (3.6) 

Baseline PHQ-9b score, mean (SD) 7.9 (3.8) 7.7 (2.4) 7.7 (2.5) 

Age, mean (SD) 41.0 (12.0) 46.0 (13.4) 44.0 (13.3) 

Gender,  
n (%) 

Female (F) 163 (80.3) 17 (81.0%) 13 (81.3%) 

Male (M) 34 (16.7) 3 (14.3%) 2 (12.5%) 

Other 2 (1.0) 1 (4.8%) 1 (6.3%) 

Not Known 4 (2.0) 0 (-) 0 (-) 

Ethnicity,  
n (%) 

White 185 (91.1) 19 (90.5%) 15 (93.8%) 

Mixed 3 (1.5) 0 (-) 0 (-) 

Asian 9 (4.4) 2 (9.5%) 1 (6.3%) 

Black/African/Caribbean/Black British 1 (0.5) 0 (-) 0 (-) 

Other 1 (0.5) 0 (-) 0 (-) 

Prefer not to say 4 (2.0) 0 (-) 0 (-) 

Long Term 
Condition 
(LTC), n (%) 

LTC 83 (40.9) 9 (42.9%) 6 (37.5%) 

No LTC 112 (55.2) 10 (47.6%) 9 (56.3%) 

Not Known 8 (3.9) 2 (9.5%) 1 (6.3%) 
a GAD-7 categories: mild (scores 5 – 9), moderate (scores 10 – 14), severe (scores ≥ 15).  
b PHQ-9 categories: mild (scores 5 – 9), moderate (scores 10 – 14), moderately severe (scores 15 – 19), severe (scores ≥ 20) 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Self-reported user experience mean scores and 95% confidence intervals. A) User Engagement Scale 
(UES) subscales and total score. B) Service User Technology Acceptability Questionnaire (SUTAQ) subscale scores. 
Higher mean scores on all subscales indicate positive user sentiment, except for the SUTAQ “Care personnel 
concerns” and “Privacy & discomfort” subscales where a lower score indicates a more positive sentiment. 
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Self-reported usability scores were high with a mean total score for the SUS of 78.6 (N=203; 95%CIs [76.5; 
80.7]). Item-level data (Supplementary Table 3, Multimedia Appendix 2) shows that on average most 
participants agreed that the system was quick to learn to use (91%), without the support of a technical 
person (93%). On average the majority, 89%, felt confident using the app and 88% found it easy to use. The 
item participants agreed the least strongly with was whether they would like to use the system frequently 
(67% average agreement). 
 

Across the intervention sample (N=203), on average 88.5% of participants were satisfied with the 
intervention (“Satisfaction”: Mean=4.9, 95%CIs [4.8;5.1]). On average, 81% of participants found that the app 
could improve care (“Enhanced care”: Mean=4.5, 95%CIs [4.4;4.7]) and 75% found that it increase access 
to care (“Increased accessibility”: Mean=4.3, 95%CIs [4.1;4.4]), without interfering with their daily life or 
making them feel uncomfortable (“Privacy & Discomfort”: Mean(reverse scored)=2.1, 95%CIs [2.0;2.2]), and 
without concern about the skills and continuity of the personnel looking after them (“Care personnel 
concerns”: Mean(reverse scored)=2.3, 95%CIs [2.1;2.4]). There were mixed responses about whether the 
program could be used as a substitution for their regular mental health care (“Kit as substitution”: Mean=3.3, 
95%CIs [3.2;3.5])  
 
 

Table 2. Agreement and disagreement to self-reported measures of engagement (UES) and usability (SUS) 
  Mean proportion agreement across all items or items within each subscale 

 
 (1) Strongly 

Disagree 
(2) Disagree (3) Neither agree 

nor disagree 
(4) Agree (5) Strongly 

agree 
       

UES (N = 190)       

Aesthetic appeal  1.2% 4.6% 24.2% 51.8% 18.3% 

Focused Attention  6.5% 26.3% 29.3% 30.9% 7.0% 

Perceived usability  4.4% 14.2% 13.5% 40.5% 27.4% 

Rewarding  1.9% 3.7% 10.5% 51.4% 32.5% 

Total  3.5% 12.2% 19.4% 43.6% 21.3% 

SUS (N = 203) 
 

     
Total  1.4% 5.3% 9.7% 44.6% 39.0% 

        

Table 3. Agreement and disagreement to self-reported measure of acceptability (SUTAQ) 
  Mean proportion agreement across all items or items within each subscale 

 
 (1) Strongly 

disagree 
(2) Moderately 

disagree 
(3) Mildly 
disagree 

(4) Mildly 
agree 

(5) Moderately 
agree 

(6) Strongly 
agree 

        

SUTAQ (N = 203)        

Care personnel concerns  36.1% 27.4% 19.1% 11.2% 4.9% 1.3% 

Enhanced care  4.8% 5.2% 9.1% 25.3% 25.5% 30.1% 

Increased accessibility  5.8% 6.4% 12.8% 28.1% 23.2% 23.8% 

Kit as substitution  14.8% 16.9% 21.0% 24.1% 15.6% 7.6% 

Privacy & discomfort  45.2% 23.8% 15.8% 10.8% 3. 3% 1.1% 

Satisfaction  2.6% 2.8% 6.1% 16.3% 31.4% 40.9% 
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Table 1 provides an overview of the demographic and clinical characteristics of participants enrolled in the 
interview sub-sample (N=21). Participants in the interview sub-sample were mostly white (91%) women 
(81%), with a mean age of 46 years (SD=13.1; range: 19-72). Half of the sample had moderate anxiety (48%), 
followed by mild (33%) and severe (19%) anxiety. Five participants did pre-intervention interviews only: four 
were withdrawn from the study; and one did not attend their post-intervention interview. Participants were 
highly engaged with 67% of the pre-intervention and 75% of the post-intervention interview sub-samples 
completing a minimum meaningful clinical dose of the program. 

Figure 3 shows a map of the themes developed through thematic analysis of the pre- and post-intervention 
interviews. Four themes represent patient needs for conversational agent-led DMHIs and describe to what 
extent they were met, based on their expectations and experiences with the ieso digital program: 1) 
Accessing Effective Solutions, 2) Personal Experience, 3) Guided but in Control, 4) Feeling Supported. 
Quotes are provided with participant gender, age, and anxiety severity at baseline (GAD-7).  

 

 

 

 
 

 
 

 

Figure 3. Thematic Map. Factors influencing the acceptability of conversational 
agent-led DMHIs, through users’ expectations and experiences of the program. 
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This primary theme describes participants’ motivation to access effective solutions for managing anxiety 
and highlights the program’s usefulness in helping participants engage in therapeutic content and 
processes.  
 
Participants expressed three main motivations to use the digital program. First, to access mental health 
support that was otherwise difficult to obtain through the NHS. Participants appreciated that the program 
was a faster, easier and more affordable way to access support. For some, the digital program served as 
an initial point of call for addressing their mental health concerns. 

“It's always easy to get an appointment but then from there the support is pretty much 
nonexistent. (…) Basically, the advice is you could probably do with some more talking therapy, 

you can go on the waiting list and that will be up to a year, otherwise you can pay. So that's why 
the program is such a positive thing, because otherwise there's nothing.” Post, P14 (F, 53, severe 

anxiety) 

A second motivation was to access the specific advantages provided by a digital approach to mental health 
support. Participants wanted to reflect about their experiences and understand their triggers, thoughts, 
and feelings, and believed that a digital program was better suited for them to do this work. Indeed, several 
participants expected and found it easier to express their feelings to an app compared to a human 
therapist, feeling less judged or embarrassed to open-up, or feeling that it may be less biased than a human 
therapist. Participants also valued having more time to understand information and to reflect before 
answering, and being able to revisit and reflect on past content and discussions, saved and centralized on 
an app.  

“Hopefully I can sort of go back and revisit things that really resonate with me in a way that you 
can't with a spoken conversation.” Pre, P12 (F, 48, moderate anxiety) 

Finally, a third motivation expressed in pre- and post- intervention interviews was to access a solution-
focused intervention to effectively manage or reduce anxiety. Participants differentiated the need to 
“offload,” from their current need to “change behavior” and receive “tools” and “solutions”. Most wanted to 
learn techniques to manage their anxiety long-term, while some sought momentary support or both. 
Accessing helpful content and learning new information and techniques was crucial to participants and 
was for many a key motivator, even for participants who experienced frustration when the conversational 
agent misunderstood them. Nearly all participants interviewed found the program useful and effective. 
Seeing improvements and perceiving the program as beneficial was an important motivator for continued 
engagement with the program and continued application of techniques learned.  

“I was motivated to continue because each module had something which helped me. I felt that it 
was helping me reduce my anxiety right from the beginning. So, you wanted to do the next 

module” Post, P5 (F, 68, mild anxiety) 

Participants practiced and applied techniques in everyday life, particularly when anxious or when facing a 
stressful situation. Time between sessions was seen as crucial to practice, and several participants wanted 
more time to do so. Many wanted continued app access post-study to further engage and review content.  

“If I could go back into the app to see how I wrote down what I was feeling, that would be, that 
would really reinforce it all.” Post, P9 (F, 57, mild anxiety) 

Participants noted the program’s time and effort demands but emphasized the importance of engaging to 
see benefits. For many, this was acceptable as they began the program highly motivated and ready to 
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engage, however one participant was surprised by the program’s workload and another shared that they 
couldn’t have engaged similarly at another time in their mental health journey.  

“If you can stick with it and really commit to trying the things it suggests you try, you'll definitely 
find it helpful. (…) But you have got to be willing to kind of commit to it and put in the time and do 
what it's asking you to do. So, you've got to be in the right headspace.” Post, P14 (F, 53, severe 

anxiety)

 
The second theme describes how participants wanted the program to be tailored and feel personal, but 
sometimes found the conversational agent to be generic, and often felt misunderstood by it.  
 
Pre-intervention, several expected personalized strategies for anxiety, tailored advice, and pathways or 
exercises based on their input or assessments. Half of the participants viewed technology and an AI guide 
as an opportunity for tailored and accurate support. 

“I would assume that based on my answer to questions or how I'm responding to things, that 
machine learning will tell the digital guide move things to get onto the right journey.”  Pre, P7 (F, 

53, moderate anxiety) 

Post-intervention, some found the conversational agent impersonal or generic, and desired more context-
specific advice, historical knowledge use, and the ability to ask questions.   

“I didn't quite enjoy that I was talking to a robot that didn't tell me things tailored to my needs, 
only generic things. So many times it didn't really matter what I said, the robot only repeated 

what I said” Post, P2 (M, 33, moderate anxiety) 

Feeling heard and understood was crucial to participants. In pre-intervention interviews, interacting with a 
conversational agent was viewed as acceptable if it was well trained, lacked bias, and was able to 
understand them and offer thoughtful answers.  

“As long as it's been well trained, it will be interesting to see what it comes back with. That it’s not 
just a sort of trite responses you get when you're trying to get customer service out” Pre, P12 (F, 

48, moderate anxiety) 

Post-intervention, some participants explained that the downside of a conversational agent was that they 
could not receive empathy and be understood like they would with a therapist. Nearly all users reported 
instances where the conversational agent wrongly paraphrased messages or misunderstood complex 
thoughts and feelings. This often led to frustration or confusion. Safety messages that appeared when the 
user did not feel they were needed could lead to frustration and distraction from the session.  

“I think there was a lot of instances where it was clear that whatever I typed it hadn’t understood. 
In a way that’s like sitting in a room with a therapist and you tell them something and they just 

look blank.” Post, P15 (non-binary, 42, severe anxiety) 

Some participants found the conversational agent’s understanding abilities were less bothersome and less 
present over time, and some explained that they learned to communicate more effectively with it.  

“I think as the program went on, I got to know the program and I got maybe a bit better myself at 
finding ways to word things.” Post, P14 (F, 53, severe anxiety) 
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However, others explained that simplifying their answers to ensure the conversational agent would 
understand impacted their ability to express their emotions.  

“And so you learn to keep it really simple. But that sometimes didn't help, I couldn't really express 
how I was feeling because the chatbot didn't understand.” Post, P5 (F, 68, mild anxiety) 

Several participants were not too impacted by these limitations, finding them expected and acceptable for 
a conversational agent, and not interfering with the overall program’s usefulness.  

“You could tell it was looking for specific responses, but that's fine. That's what they do.” Post, P2 
(M, 33, moderate anxiety) 

Post-intervention, participants had mixed views on the conversational agent’s human-likeness, some 
finding it human-like and others robotic. Notably, two participants valued its neutrality and “ambiguity”, 
neither distinctly human nor robotic, and neither male nor female. 
 

 
The third theme highlights participants desire to have autonomy and control over how they engaged with 
the program while also wanting structure and guidance throughout. 
 
Being self-directed within a flexible yet structured intervention was valued by participants and was a 
motivation to participate in the study. Accessing a time-bound and structured program through an app was 
seen by participants as useful for personal accountability to help them regularly engage in the work they 
wanted to do to feel better.  

“I think this would be helpful because I can tap in and out of it as and when. And it's something 
that’s available, the app is always there for you to use. And at the same time there's time frames 

on it. So, you have to do things by certain dates. So there's a bit of a routine, but also a bit of 
flexibility. Pre, P1 (F, 35, mild anxiety) 

Reminders were also seen as important to support adherence to the program particularly considering 
reported engagement challenges such as their mental health, forgetfulness, or external obligations.  

“The reminders did serve, as a prompt to say, OK, just reminding you that you got your next 
session and you’ll be on track to complete the study.” Post, P8 (M, 32, mild anxiety) 

Accessing a program that is easy to navigate, with a “logical pathway” to follow was important. Participants 
also wanted to be guided towards what they should practice and reflect on, through conversational agent 
prompts and exercises. One participant viewed conversational agents as acceptable only if used within a 
structured program.  

“The other app I used, I would say something and then the chatbot would reflect that back to me. 
I'm assuming there is a structured program in the ieso app. So, it's not just going to be stuff I say 
being reflected back, there would be ideas for me and something for me to follow.” Pre, P13 (F, 

55, moderate anxiety) 

In post-intervention interviews, some participants expressed that having more in-app features and 
sessions to support with practice and reviewing content would be helpful, or guided support when 
experiencing symptoms of anxiety, such as meditation or breathing exercises.  

“I think to actually have some, a few recorded meditations that people could turn to relax 
breathing techniques or relaxation, especially if you're having a bit of a crisis and you need to 

calm down” Post, P13 (F, 55, moderate anxiety) 
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In parallel to wanting guidance and structure, autonomy was important to participants.  

“Nothing feels forced upon you. Even the reminders I think are gentle, they’re like a little nudge 
rather than a big old slap” Post, P16 (F, 44, severe anxiety). 

Many participants expressed high satisfaction with the intervention’s flexibility and ability to fit into their 
life, allowing engagement at their own pace, when in the right headspace, and in various settings. Several 
participants therefore saw the program as particularly adapted for people with demanding jobs or 
caregiving responsibilities.  

“I don't have a lot of time to attend scheduled appointments. So being able to pick something up 
to help my own mental health in my own time is more likely to be something I would use in the 

future than in-person therapy.” Post, P6 (F, 44, moderate anxiety) 

Many participants desired more control over session timing, duration, and frequency, and several 
participants disliked time-locks between sessions, feeling it slowed their progress. Agency in interactions 
with the conversational agent was also crucial, as pre-formatted answers were seen as restrictive and 
frustrating, making users feel “forced out of [their] own voice”. 
 

 
The final theme describes how participants found the program to be supportive and safe, facilitated by 
human support. Clinician involvement in the design of the program provided credibility. Participants were 
willing to engage as the content was clinically backed and written by humans. 

“I think if it's controlled, it's preprogramed responses written by an expert then, I have a lot of 
confidence in that system.” Pre, P3 (F, 31, severe anxiety) 

Nearly all participants reported not feeling worse during the study. If users experienced increased anxiety, 
it was attributed to external stressors and users were able to speak to a clinician. Some users said that 
negative emotions could sometimes arise, but this was viewed as expected when engaging in such 
exercises.  

“There were a few moments where it would ask you to think of something negative to practice. 
But I think that's how those sessions work. And at the end of it, I always felt better. But yeah, 

there was the odd moment, when it was getting you to think something, but I can't see a way for 
it to get you to practice and explain it without that.” Post, P10 (F, 30, mild anxiety) 

Participants valued human support throughout the program.   

“I think it was good that you can just pick it up and do it as and when, while also having some 
support from real people if and when you needed that.” Post, P1 (F, 35, mild anxiety) 

Regular calls with research coordinators were beneficial for adherence and engagement with the program, 
providing gentle reminders or deadlines in addition to app reminders. 

“It helped with accountability knowing that someone was going to call because then if I hadn't 
done it, that wouldn't be good.” Post, P10 (F, 30, mild anxiety) 

Importantly, regular check-ins with research coordinators and the option to consult a clinician provided 
users with a sense of safety and reassurance during the program, and knowing about this human element 
was a motivating factor to take part in the study. Knowing they could talk to a human was important even 
when participants didn’t experience the need for it. Several participants suggested integrating easy ways 
to contact a human within the app. 
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“That was the good thing about those calls [with the research coordinator], you did know there 
was actually somebody there. I never had to contact a clinician or anything, but it was always 

very clear that that is an option if that is necessary.” Post, P4 (F, 19, mild anxiety) 

While most felt supported by the human contact provided, a few desired more frequent clinician interaction 
and guidance.  Some accessed the human support they needed outside of the program, through friends 
and family, and one participant explained that the program itself encouraged and helped them seek social 
support. 
 
While the presence of human support was important, several participants pre-intervention were drawn to 
using a DMHI because they hoped it would provide a non-judgmental space and found it easier to 
approach a digital program than seeing someone in person. Post-intervention, participants expressed that 
the program’s design and content created a supportive and encouraging environment. Several participants 
described the program as “calming”, “relaxing”, “gentle”, the content as “lovely” and “therapeutic”, and the 
conversational agent as “friendly” and “reassuring”. 

“And the acknowledgment at the end, ‘Let's acknowledge that this may be hard for you’, ‘Are you 
willing to commit to it?’. At that level of acknowledgement, you feel heard. It was like having a 

cheerleader on your side, you know? That was nice I thought.” Post, P12 (F, 48, moderate anxiety) 

This mixed-methods study demonstrates the overall acceptability of a digital program driven by an AI 
conversational agent with human support, for adults with generalized anxiety symptoms. Quantitative self-
reported measures showed that participants found the digital program to be rewarding, easy to use, and 
both increased access to and enhanced their mental healthcare. Qualitative interviews provided in-depth 
understanding of factors important for DMHI acceptability that underlie the quantitative findings, such as 
guiding users, fostering a sense of support, and seeing tangible mental health improvements. However, a 
lack of personalization and frustrations with the conversational agent misunderstanding them were 
frequently reported, and there were mixed views as to whether this could be a substitution for standard 
care. Using mixed methods allowed for a deeper understanding of patient acceptability, and a new 
perspective on previously reported outcomes16, capturing participants’ affective and cognitive investment 
beyond usage metrics38. These findings pinpoint opportunities to optimize and innovate DMHIs to 
enhance their acceptability and impact on mental healthcare. 

In this study, many participants sought a self-directed and autonomous solution while also wanting to feel 
supported, emphasizing the need to balance structure and guidance with personal agency in DMHIs. 
Indeed, users appreciated the structured program and wanted more in-app support, such as prompts or 
worksheets to facilitate reflection and practice. In contrast, some participants wanted increased control 
over their pace through the program echoing findings from other conversational agent DMHIs39. For 
example, time-locked sessions were designed to encourage practice between sessions, but many 
participants wanted more control over this. Most participants found the program easy to use, as shown by 
a high mean SUS score of 78.6, greater than other conversational agent DMHIs reporting scores from 63.6 
to 66.2 17, and that the program met their expectations around access and flexibility (74% agreed the 
program increased access to care; SUTAQ increased accessibility subscale). 

Despite wanting a self-led digital solution, perceived by some participants as providing a judgment-free 
and less intimidating way to access mental health support by not talking with a therapist, human support 
remained crucial for participants to trust the program, feel safe, and stay engaged. Non-clinical research 
coordinators, providing motivational support through emails and phone calls, were perceived as helpful by 
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fostering a sense of accountability. Participants also valued the option to talk to a clinician if needed. This 
aligns with patient perceptions that DMHIs should facilitate access to mental health professionals23, and is 
consistent with findings that DMHIs with human support have lower drop-out rates 12 and better 
outcomes40, especially at higher symptom severity41. Most participants had minimal concerns about the 
program’s personnel skills and care continuity (SUTAQ care personnel concerns subscale; mean score = 
2.3; range 1-6), highlighting the acceptability of this support model for real-world implementation. Despite 
this, there were mixed views on the acceptability of the digital program as a replacement to regular mental 
healthcare (SUTAQ kit as substitution subscale; mean score = 3.3; range 1-6). Individual needs and 
preferences will impact the acceptability of DMHIs; therefore, it is essential to ensure patients have an 
informed choice around how to receive their care. Moreover, although human support can enhance 
acceptability, implementations must remain scalable to meet the rising demand for mental healthcare. With 
the current program, comparable outcomes to human-delivered care were found with up to 8x fewer 
clinician hours16. Innovative implementation approaches should be explored to further optimize scalability, 
acceptability and engagement with DMHIs using human support41,42.  

Acceptability can be further enhanced through improvements to the conversational agent. Being 
misunderstood by the conversational agent was a significant frustration in this study and is a common issue 
with tree-based dialogue systems13,14,39,43,44. Recent advances in generative AI have revolutionized how 
humans interact with technology by enabling dialogue systems that can emulate fluent human conversation 
making users feel heard and understood45. Users have reported finding rule-based mental health apps less 
satisfying than generative conversations46, and recent findings suggest generative conversational agents 
can provide a larger ameliorative impact on psychological distress than retrieval-based ones47. While 
needing further research, these preliminary findings suggest that employing generative AI could improve 
engagement and effectiveness in DMHIs. However, using generative AI technology introduces new patient 
risks48,49. The integration of generative AI in DMHIs should be shaped by mental health professionals50, and 
rigorous frameworks for evaluating clinical risk and quality in mental health contexts will be essential51. 

Interestingly, despite the conversational agent’s limitations, many participants remained engaged due to 
the content’s usefulness. This aligns with prior research linking perceived usefulness to greater 
engagement10, and value users place on insights learned from DMHIs13,44. In the current study, 89% found 
the intervention to be satisfactory (SUTAQ satisfaction subscale), 81% found that it enhanced care (SUTAQ 
enhanced care subscale), and 83% found it to be rewarding and worthwhile (UES rewarding subscale). 
Post-intervention interviews indicated that perceiving benefits was key to staying engaged, in line with 
theory placing perceived efficacy as a core construct influencing acceptability18,19. Therefore, while prior 
research on conversational agent-led DMHIs emphasizes the importance of factors such as empathy and 
human-likeness to develop engaging programs17, our findings highlight that expected outcomes and 
perceived efficacy remain of central importance to patients.  

Limitations to the current study include a lack of sample diversity and biases in the sub-samples. 
Considering mental health inequities52 and varying attitudes towards AI across groups53, research on DMHI 
acceptability in diverse populations is essential, yet currently lacking17,54. Quantitative data are biased by 
those who adhered to the full study protocol. Those who completed questionnaires post-intervention were 
more likely to reach the minimum meaningful program dose in 9 weeks (83%) than the full enrolled sample 
(60%). The interviewed sub-sample, selected pre-intervention, showed similar engagement to the full 
enrolled sample (67%), and those who completed post-intervention interviews had higher engagement 
(75%). Exploring participants’ expectations before the study helped mitigate this limitation and provided 
insights into factors important for acceptability, regardless of engagement. However, this is an important 
limitation. Findings therefore reflect acceptability for the most engaged, however actionable guidance for 
the development of DMHIs aims to enhance engagement across the whole population. Further research 
on those who did not engage is essential to understand barriers to acceptability of DMHIs. Moreover, there 
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are limitations to the validity of the self-reported measures (UES, SUS, and SUTAQ) in this context. 
Engaging in DMHIs encompasses differential motivations and behavioral process from users experiencing 
mental ill health compared to general digital systems or telehealth services that were used to develop and 
validate these measures, therefore interpretability in this context is challenging7. For example, the UES 
“Focused Attention” subscale (representing feeling absorbed in the experience), might not be as applicable 
in the context of a DMHI compared to a non-interventional system, as highlighted in the qualitative analysis 
(perceptions of a demanding but rewarding program). Additionally, the interpretability of the scales was 
limited by the scarcity of suitable benchmarks. To address these limitations, we provided item-level 
response data to enhance understanding of the scales, and qualitative findings offer deeper contextual 
insights. 

In conclusion, this study provides evidence for the acceptability of a structured, conversational agent-
driven digital program with human support for adults with symptoms of generalized anxiety. Understanding 
patient acceptability using multiple methods is crucial for enhancing engagement with DMHIs, a critical 
problem limiting their real-world impact. This study underscores the importance of design, clinical and 
implementation factors in maintaining adherence. Importantly, patient expectations of conversational 
agents are rapidly shifting due to ubiquitous access to generative conversational agents, such as ChatGPT. 
Generative AI has the potential to radically transform the user experience with DMHIs by enabling dynamic, 
empathetic and personalized interactions across multiple modalities and languages. However, rigorous 
evaluation of this technology is crucial to ensure patient safety and equitable health outcomes, alongside 
education and research into its acceptability. If integrated safely within structured, evidence-based, 
effective DMHIs, shown here to be acceptable to patients, then this technology could revolutionize the 
delivery of mental health care and impact patient outcomes globally. 
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Section 1 – Motivation 

1. What was your motivation to sign up to the study? 
2. Do you think that this program is the right solution for you at this time? 

 
Section 2 – Views and previous experiences with different mental health support 

3. How do you think technology can help you improve your mental health? 
4. Have you tried any other digital tools for your mental health before? If yes: 

a. How did you find it? What was helpful and what was not helpful? 
b. How different do you think the ieso Digital Program will be from the tools you used? 

5. Is it your first time accessing any type of mental health support? If no: 
a. What support / therapy have you accessed before? (e.g. face-to-face therapy, CBT, 

counselling, etc.) 
b. How different do you think the ieso Digital Program will be from what you have done before? 

6. What was your journey in seeking mental health support? 
a. Did you have any setbacks?  

 
Section 3 – Expectations for the program 

7. Based on what you know of the ieso Digital Program, how do you imagine it to be? 
8. Can you tell me about any doubts you might have about doing this program? 
9. Do you believe that this program can reduce your symptoms of anxiety? Why or why not? 
10. How do you think this program will fit into your lifestyle? 
11. What do you think will be the main benefits of using the ieso Digital Program? 
12. Can you tell me about any concerns you might have about the ieso Digital Program?  
13. Which of your needs do you think the ieso Digital Program will meet? 
14. Which of your needs do you think the ieso Digital Program will not meet? 
15. What are your expectations about interacting with a digital guide in the app?  
16. What are your views on using an AI-powered digital guide in mental health care? 
17. What are your expectations about human contact during the program?  
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Section 1 – Overall experience of the ieso Digital Program 

1. Tell me about your experience with the program, how was it for you? 
2. How did the program meet your expectation? How did it not meet your expectations? 
3. What did you find most valuable or impactful in addressing your anxiety? 
4. What did you find most frustrating about the program? 

 
Section 2 – Perceived Fit 

5. Do you feel that this program is well suited for people in your situation? (prompt: e.g. your age, 
gender, lifestyle, mental health experience, etc.) 

6. Are there any specific groups of people that you think this program would be well-suited or most 
helpful for? 

 
Section 3 – Perceived support and safety 

7. How supported did you feel while using the program?  
8. How safe did you feel while using the program? Was the support enough to help you feel safe? 
9. Tell me about your experience with the fortnightly calls with the research coordinators? Prompts: 

a. How helpful or unhelpful were they? 
b. How often do you think these should be? 
c. How long do you think these should be? 

10. Was there any point during the study where you felt worse? If yes: 
a. Did you think this was related to using the app? 
b. Did you think this was related to other parts of the study outside of the app? (e.g. 

assessments, calls, messages with your clinician…) 
c. Did you know what to do or who to contact in this situation? 

 
Section 4 – Program and app design 

11. What did you think of the length of sessions and of the overall program? 
12. What did you think of the frequency of sessions and activities? 
13. How did this program fit into your schedule? 
14. What helped you or made you want to continue with the program? E.g. the app, the program, other… 
15. What did you think of the reminders in the app?  
16. How did you find the interaction with the digital guide through the sessions? Prompts: 

a. How well or poorly did you feel the digital guide listened and responded to your entries? 
b. Tell me some instances where you felt the digital guide could be more helpful? 

17. Can you reflect on if and how you practiced the tools and techniques you learned in the sessions?  
a. Did you practice them during your personal time between sessions? 
b. What helped you practice these techniques? 
c. What were the barriers to practicing these techniques? 
d. What do you think the app could do to encourage and better support you in engaging 

between sessions in your own time? 
 
Section 5 – Perceived effectiveness 

18. Can you share any specific examples of techniques you found beneficial in your daily life> 
19. How motivated did you feel to make changes after using the program? 
20. How effective do you believe this program is? 
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a. How effective do you think it is relative to in-person therapy (or other treatments or support 
you received in the past) 

 
Section 6 – Closing questions 

21. If you had a magic wand and could build your own program to help individuals with anxiety and/or 
depression, what is the one thing you would be sure to include? 

22. Is there anything else you would like to share or ask? 
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Supplementary table 1 – Raw UES item level agreement data in the whole sample (N=190) 

Subscale Items 
Proportion agreement N (%) 

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree 

Focused 
attention 

I lost myself in this experience. 24 (13) 69 (36) 59 (31) 33 (17) 5 (3) 

The time I spent using ieso's digital programme just 
slipped away. 

9 (5) 40 (21) 58 (31) 66 (35) 17 (9) 

I was absorbed in this experience. 4 (2) 41 (22) 50 (26) 77 (41) 18 (9) 

Perceived 
Usability a 

I felt frustrated while using ieso's digital programme. 33 (17) 64 (34) 26 (14) 49 (26) 18 (9) 

I found ieso's digital programme confusing to use. 86 (45) 80 (42) 16 (8) 6 (3) 2 (1) 

Using ieso's digital programme was taxing. 37 (19) 87 (46) 35 (18) 26 (14) 5 (3) 

Aesthetic 
Appeal 

ieso's digital programme was attractive. 2 (1) 6 (3) 60 (32) 90 (47) 32 (17) 

ieso's digital programme was aesthetically 
appealing. 

2 (1) 8 (4) 31 (16) 108 (57) 41 (22) 

ieso's digital programme appealed to my senses. 3 (2) 12 (6) 47 (25) 97 (51) 31 (16) 

Rewarding ieso's digital programme was worthwhile. 4 (2) 5 (3) 18 (9) 93 (49) 70 (37) 

My experience was rewarding. 5 (3) 10 (5) 32 (17) 92 (48) 51 (27) 

I felt interested in this experience. 2 (1) 6 (3) 10 (5) 108 (57) 64 (34) 

a Items are reverse scored to produce the subscale scores in table 2 

 

Supplementary table 2 – Raw SUS item level agreement data in the whole sample (N=203) 

Items 
Proportion agreement N (%) 

Strongly disagree Disagree Neither agree nor disagree Agree Strongly agree 

I think that I would like to use this system frequently 9 (4.4) 31 (15.3) 28 (13.8) 97 (47. 8) 38 (18.7) 

I found the system unnecessarily complex 84 (41.4) 94 (46.3) 15 (7.4) 8 (3.9) 2 (1.0) 

I thought the system was easy to use 1 (0.5) 11 (5.4) 12 (5.9) 97 (47. 8) 82 (40.4) 

I think that I would need the support of a technical person to be 
able to use this system 

125 (61.6) 63 (31.0) 11 (5.4) 2 (1.0) 2 (1.0) 

I found the various functions in this system were well integrated 5 (2.5) 12 (5.9) 30 (14. 8) 110 (54.2) 46 (22.7) 

I thought there was too much inconsistency in this system 64 (31.5) 80 (39.4) 34 (16.8) 21 (10.3) 4 (2.0) 

I would imagine that most people would learn to use this system 
very quickly 

0 (0) 4 (2.0) 14 (6.9) 113 (55.7) 72 (35.5) 

I found the system very cumbersome to use 74 (36. 5) 89 (43.8) 26 (12.8) 9 (4.4) 5 (2.5) 

I felt very confident using the system 1 (0.5) 3 (1.5) 19 (9.4) 93 (45.8) 87 (42.9) 

I needed to learn a lot of things before I could get going with this 
system 

120 (59.1) 69 (34.0) 8 (3.9) 6 (3.0) 0 (0) 
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Supplementary table 3 – Raw SUTAQ item level agreement data in the whole sample (N=203) 

Subscale Items a 
Proportion agreement N (%) 

Strongly 
disagree 

Moderately  
disagree 

Mildly  
disagree 

Mildly  
agree 

Moderately  
agree 

Strongly  
agree 

Care 
personnel 
concerns 

9 I am concerned about the level of expertise of the 
individuals who monitor my status via the digital 
programme. 

98 (48.3) 62 (30.5) 22 (10.8) 12 (5.9) 7 (3.5) 2 (1.0) 

20 The digital programme interferes with the continuity of 
the care I receive (i.e. I do not see the same care 
professional each time). 

76 (37.4) 53 (26.1) 52 (25.6) 18 (8.9) 3 (1.5) 1 (0.5) 

21 I am concerned that the person who monitors my 
status, through the digital programme, does not know 
my personal health/social care history. 

46 (22.7) 52 (25.6) 42 (20.7) 38 (18.7) 20 (9.9) 5 (2.5) 

Enhanced 
care  

10 The digital programme has allowed me to be less 
concerned about my health and/or social care. 

15 (7.4) 19 (9.4) 38 (18.7) 61 (30.1) 51 (25.1) 19 (9.4) 

11 The digital programme has made me more actively 
involved in my health. 

5 (2.5) 7 (3.5) 5 (2.5) 58 (28.6) 70 (34.5) 58 (28.6) 

13 The digital programme allows the people looking after 
me, to better monitor me and my condition. 

19 (9.4) 15 (7.4) 27 (13.3) 70 (34.5) 42 (20.7) 30 (14.8) 

15 The digital programme can be/should be 
recommended to people in a similar condition to mine. 

6 (3.0) 9 (4.4) 16 (7.9) 36 (17.7) 48 (23.7) 88 (43.4) 

17 The digital programme can certainly be a good 
addition to my regular health or social care. 

4 (2.0) 3 (1.5) 6 (3.0) 32 (15.8) 48 (23.7) 110 (54.2) 

Increased 
accessibility 

1 The digital programme has saved me time in that I did 
not have to visit my GP clinic or other health/social 
care professional as often. 

16 (7.9) 11 (5.4) 21 (10.3) 44 (21. 7) 34 (16.8) 77 (37.9) 

3 The digital programme has increased my access to 
care (health and/or social care professionals). 

14 (6.9) 18 (8.9) 27 (13.3) 68 (33.5) 45 (22.2) 31 (15.3) 

4 The digital programme has helped me to improve my 
health. 

6 (3.0) 3 (1.5) 12 (5.9) 62 (30.5) 67 (33.0) 53 (26.1) 

19 The digital programme has made it easier to get in 
touch with health and social care professionals. 

11 (5.4) 20 (9.9) 44 (21.7) 54 (26.6) 42 (20.7) 32 (15.8) 

Kit as 
substitution 

16 The digital programme can be a replacement for my 
regular health or social care. 

33 (16.3) 44 (21.7) 42 (20.7) 43 (21.2) 31 (15.3) 10 (4.9) 

18 The digital programme is not as suitable as regular 
face to face consultations with the people looking after 
me. b 

12 (5.9) 22 (10.8) 36 (17.7) 51 (25.1) 40 (19.7) 42 (20.7) 

22 The digital programme has allowed me to be less 
concerned about my health status. 

15 (7.4) 19 (9.4) 35 (17.2) 68 (33.5) 42 (20.7) 24 (11.8) 

Privacy & 
discomfort 

2 The digital programme has interfered with my everyday 
routine. 

62 (30.5) 47 (23.2) 44 (21.7) 41 (20.2) 7 (3.5) 2 (1.0) 

5 The digital programme has invaded my privacy. 125 (61.6) 51 (25.1) 19 (9.4) 5 (2.5) 3 (1.5) 0 (0) 
8 The digital programme has made me feel 

uncomfortable, e.g. physically or emotionally. 
82 (40.4) 43 (21.2) 36 (17.7) 29 (14.3) 8 (3.9) 5 (2.5) 

12 The digital programme makes me worried about the 
confidentiality of the private information being 
exchanged through it. 

98 (48.3) 52 (25.6) 29 (14.3) 13 (6.4) 9 (4.4) 2 (1.0) 

Satisfaction 6 The digital programme has been explained to me 
sufficiently. 

1 (0.5) 2 (1.0) 5 (2.5) 17 (8.4) 47 (23.2) 131 (64.5) 

7 The digital programme can be trusted to work 
appropriately. 

8 (3.9) 6 (3.0) 19 (9.4) 44 (21.7) 79 (38.9) 47 (23.2) 

14 I am satisfied with the digital programme I received. 7 (3.5) 9 (4.4) 13 (6.4) 38 (18.7) 65 (32.0) 71 (35.0) 

a Items are preceded by a number representing the order in which the item was presented to participants.  
b Items are reverse scored to produce the subscale scores in table 2 


