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Abstract

Artificial intelligence has been introduced as a way to improve access to
mental health support. However, most AI mental health chatbots rely on
a limited range of disciplinary input, and fail to integrate expertise across
the chatbot’s lifecycle. This paper examines the cost-benefit trade-off of in-
terdisciplinary collaboration in Al mental health chatbots. We argue that
involving experts from technology, healthcare, ethics, and law across key
lifecycle phases is essential to ensure value-alignment and compliance with
the high-risk requirements of the AT Act. We also highlight practical rec-
ommendations and existing frameworks to help balance the challenges and
benefits of interdisciplinarity in mental health chatbots.
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1 Motivation & Background

Mental health care faces a global crisis, marked by rising demand (Organiza-
tion et al. [2022]), especially among young people following COVID-19 (Xiong
et al. [2020]), unequal access and increased stigma (Wainberg et al. [2017]). To
increase accessibility, artificial intelligence (AI) has been applied in different
mental health care services. Some applications focus on mental health literacy
and offer psychoeducational content (Potts et al. [2023]). Others stimulate ther-
apeutic interaction to help users manage their mental health (De Freitas et al.
[2025]; Thieme et al. [2023]; Fitzpatrick et al. [2017]). These mental health
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chatbots can serve as low-threshold entry points to care, increasing accessibil-
ity particularly for underserved populations (Pozzi and De Proost [2025]) and
individuals hesitant to seek professional help (Hoffman et al. [2024]).

AT in mental health care must address usability and clinical benefit, yet no
discipline can achieve this alone (Boulos et al. [2021]; Werth et al. [2025]). Devel-
oping mental health chatbots requires expertise from multiple disciplines, such
as health, psychology, psychiatry, human-computer interaction (HCI), computer
science, ethics, and law (Kuhn et al. [2024]; Spahl and Rubeis [2025]; Floridi
et al. [2018]; Morrin et al. [2025]). Interdisciplinary teams help ensure con-
textually appropriate chatbots (Pagliari et al. [2007]), and generate new cross-
sectoral research directions (Molina Recio et al. [2016]). Collaboration is crucial,
as chatbots built from a single disciplinary perspective can overlook risks such
as privacy, safety and accountability concerns which demand joint expertise
(Floridi et al. [2018]). Thus, a multilevel, justice-oriented and interdisciplinary
approach is essential to ensure inclusivity and responsiveness to societal needs
(Kuhn et al. [2024]).

A 2023 survey on conversational agents in mental health revealed that only
19.6% of chatbots employed interdisciplinary teams (Cho et al. [2023]). Explor-
ing the current cost-benefit trade-off of interdisciplinary collaboration in this
field, Table 1 provides a short overview of how experts from technology, health-
care, ethics or law (as suggested in the literature (Kuhn et al. [2024]; Spahl and
Rubeis [2025];Floridi et al. [2018]; Morrin et al. [2025])) are integrated across
mental health chatbots’ lifecycle (design, development, evaluation). We em-
ployed a convenience sampling strategy on papers from 2022-2025 (to build on
the findings of Cho et al. [2023]) from MDPI with inclusion criteria consisting
of "chatbot" and "mental health" in the title or keywords, as well as on other
papers from different publishers presenting chatbots that explicitly applied in-
terdisciplinary collaboration. After abstract screening of 16 papers, Table 1
presents the papers included in our overview.

Table 1: An overview of interdisciplinary collaboration in recent chatbots. The
letters represent the first letter of each expert group.

Exports Lifecycle Phase
Chatbot Technology | Healthcare | Ethics | Law | Design | Development | Evaluation
Manole ot al. [2024] X 7 X X B N B
Kamdan ot al. [2025] 7 X X X B N B
Rathnayaka et al. [2022] v v v X T-H-E - -
Hall et al. [2022] v v X X T-H T-H T-H
Noble et al. [2022] v v X X T-H T-H T-H
Chua et al. [2023] 7 7 X X T-H T-H T-H
Olla et al. [2025] v v v X T-H-E T-H-E T-H-E

Despite some examples of integration, some chatbots still operate without in-
terdisciplinary input, focusing solely on technology or healthcare (Manole et al.
[2024]; Kamdan et al. [2025]), potentially reflecting the challenges outlined ear-
lier. Most reviewed chatbots (Noble et al. [2022]; Hall et al. [2022]; Chua et al.
[2023]) include only technology and healthcare experts across all lifecycle phases.
While Rathnayaka et al. [2022] integrates experts in technology, healthcare, and
ethics, this interdisciplinary collaboration is limited to the design phase, whereas



Olla et al. [2025] extend this collaboration throughout the lifecycle. In sum, our
mental health chatbots overview (Table 1) suggests a potential cost-benefit trade-
off: even where interdisciplinary teams exist, collaboration often appears limited
to specific phases and does not cover a wide range of disciplines.

Implementing interdisciplinarity in mental health chatbots is often difficult.
Challenges include misaligned expectations, limited cross-disciplinary training,
conflicting timelines, and tensions between business and scientific standards
(Pagliari et al. [2007]). Communication barriers such as different terminology
and professional priorities add to these challenges (Doherty et al. [2010]; Bland-
ford et al. [2018]). Structural barriers such as restricted funding across fields
(Cibrian et al. [2022]) and publishing norms discouraging interdisciplinary work
(Yegros-Yegros et al. [2015]) further constrain collaboration, reducing adoption
and impact throughout the chatbot’s lifecycle (Cibrian et al. [2022]).

2 Position Statement

Despite recognizing the challenges of interdisciplinary collaboration in men-
tal health chatbots, we argue for deliberately embedding technology, health-
care, ethics, and law experts in the most impactful lifecycle phases of mental
health chatbots, to guide ethical and compliant implementation. Our position is
founded on the recent EU AI Act (European Commission [2021]), which clas-
sifies mental health AI chatbots as high-risk and sets strict requirements for
transparency, human oversight and risk management. Meeting these obligations
requires expertise in technology, healthcare, and law to accurately translate reg-
ulatory standards into practice (Montag and Finck [2024]). Moreover, frame-
works such as Value Sensitive Design (Friedman [1996]) and ethics-by-design
(Van Wynsberghe [2020]), encourage the integration of ethical and social values
throughout the systems’ (including chatbots’) lifecycle, underscoring additional
input from ethicists. Therefore, we argue that meeting regulatory standards
can be supported by these ethical frameworks by guiding phased contributions
from legal and ethical experts alongside technical and clinical teams.

In this position paper, we address the broad mental health domain instead
of delving deeper into specific mental health disorders. Thus, our position em-
phasizes the generic disciplines highlighted as the most influential ones in the
literature of digital health interventions for mental health. We acknowledge
that each individual mental health condition requires additional expertise in
the specific field. An example of this is involving psychiatry professionals with
expertise in schizophrenia as integral components for chatbots targeting adults
with schizophrenia.

To further elaborate on our position, Figure 1 illustrates how phased contri-
butions from different experts can potentially balance the cost-benefit trade-
off. Technology experts guide the entire system implementation with HCI
principles including human-in-the-loop methods and user-centric evaluations,
translate values into technical constructs, develop the software, and assess the
chatbot’s technical performance. Mental healthcare professionals identify user
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Figure 1: A deliberate interdisciplinary collaboration in a mental health chatbot.

needs, advise on implementation, and evaluate benefits, risks, and user satis-
faction. Ethicists define ethical and social values, support implementation, and
ensure value-alignment. Legal advisors specify regulatory requirements and en-
sure compliance. While we believe this interdisciplinary team is comprehensive
and pragmatic, we acknowledge that the field is evolving and additional experts
may be needed in the future.

3 Recommendations

Based on literature, we highlight a few guidelines and best-practices to balance
the costs and benefits and hence enable interdisciplinary collaboration in mental
health chatbots.

Interdisciplinary methodologies and frameworks: The framework devel-
oped by Hopkin et al. [2025] to categorize mental health Al systems could help
clarify key characteristics, and thus relevant experts. A tangible interdisci-
plinarity evaluation measure (e.g., Rao—Stirling (Leydesdorff et al. [2019])) and
cross-sectoral methodologies could support effective interdisciplinary collabora-
tions (Boulos et al. [2021]; Molina Recio et al. [2016]).

EU AI Act: Frameworks such as value sensitive design (Friedman [1996]) and
ethics-by-design (Van Wynsberghe [2020]) can offer practical methods for inter-
disciplinary teams to integrate ethical and social values across the Al systems’
lifecycle and anticipate risks in high-risk Al systems, as imposed by the Al Act.
Expert values and reflections: Professionals should practice trust and mu-
tual respect for differences, learn about methodologies from other disciplines,
discuss any misconceptions and biases (Pagliari et al. [2007]); (Boulos et al.
[2021]), and undertake training to familiarize themselves with different disci-
plines (Moltrecht et al. [2022]).
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4 Conclusion

AT mental health chatbots require interdisciplinary collaboration for clinical
benefit and value alignment. However, such collaborations face challenges and
create a cost-benefit trade-off evident in today’s chatbots, which have a nar-
row focus on experts and lifecycle phases. We argue for deliberately embedding
technology, healthcare, ethics and law experts in a phased manner to guide the
ethical and compliant implementation of mental health chatbots, with ethical
design frameworks supporting this interdisciplinary collaboration across the life-
cycle, value-alignment, and compliance with the high-risk AT Act requirements.
While our position is theoretically sound, a critical future research dimension
is the empirical analysis of the cost-benefit trade-off of involving different ex-
perts across the chatbot lifecycle, which will be necessary to develop concrete,
practical recommendations for interdisciplinary collaboration.
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