AI Accountability
Reporting



What we will cover 1n this module

e What makes a good accountability story?

e How to find those stories across the Al
accountability framework

e Case studies of good stories




What makes a good
accountability
story?



Let’s recall our
framework for
reporting on the
AI lifecycle
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Case Study #1
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Uber’s facial recognitionis locking Indian drivers out of
their accounts

Some people are finding their accounts permanently blocked

By Varsha Bansal
December 6,2022
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Findings

e Uber drivers in India are being systematically locked out of
their accounts because the app’s faulty facial recognition

e Drivers struggle through tedious, weeks-long appeals
processes that leave them without income they need to pay
basic hills



e No access to Uber’s
facial recognition
algorithm

Challenges

Individual cases of
harm, but want to
prove that this harm
1s systematic




What would your
reporting starting
point be for this
story?



Methodology

Work with informal networks
of gig workers in India

Survey Uber drivers to see
how many report being locked
out of their accounts

Find compelling narratives
around the appeal procedure

Uber drivers in India say that problems with the facial recognition they use

o0 access their apps is costing them work IR ave Ae i e N oA 10k
Technology Review of 150 Uber drivers in the country, almost half say they
have been either temporarily or permanently locked out of their accounts as

D g R Gl Skl S a9l 5 Many suspected that a change in their

Another quarter of them believe it was due to low lighting.

I\ B “We have to keep calling their help line incessantly
before they unlock our accounts, constantly telling us that the

server is down,” said Taqi, with a tone of frustration—but mostly

a sense of defeat—in his voice. “It’s like their server is always




Donate

= Softbox lighting

Languages of Misinformation

Meet the Vietnamese Fo 7 Oz
Grandmother Fighting 14 Rest of World analyzed’S‘OOO AI |m§ges
Misinformation One YouTube how image generators visualize different
Videoata Time countries and cultures.

Don’t have access to an AI system?
Build your own dataset!



A powerful example of Al
Accountability Reporting...

e Unique, ground-up methodology to demonstrate
scale and circumvent opacity of the system

e Worked with informal networks of gig workers

e Illustrated consequences with human stories



Case Study #2
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Findings

e Midjourney AI reproduces
bias and stereotypes

e Flattens cultural differences
and hierarchies

A new Rest of World analysis shows that generative Al systems have

tendencies toward bias, stereotypes, and reductionism when it
comes to national identities, too.

Using Midjourney, we chose five prompts, based on the generic
concepts of “a person,” “a woman,” “a house,” “a street,” and “a plate
of food.” We then adapted them for different countries: China,
India, Indonesia, Mexico, and Nigeria. We also included the U.S. in
the survey for comparison, given Midjourney (like most of the

biggest generative Al companies) is based in the country.
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“An Indian person’ is almost always an old man with
a beard.







A Nigerian person




Methodology

e NOT a fancy statistical

experiment; two people Parcelved igs
manually labEIing data in a ECHILD [J YOUNG ADULT (18-40) [JADULT (46-60) | OLDER ADULT (60+)
spre adSheet A Chinese person j 82

An Indian person 94

An Indonesian person 62

e Analyze 3,000 images with

A Mexican person I alyy 80
COI"IS'IStent promptS A Nigerian person .
[ B re a kd own by c o u nt ry Images where age was unclear were not counted.

Chart: Victoria Turk/Rest of World



Hits on a core 1ssue:
Much attention i1s
paid to how
Generative Al
functions 1in a

Western context,
while very little
attention 1s paid to
the rest of the world

Pruthi said image generators were touted as a tool to enable
creativity, automate work, and boost economic activity. But if their
outputs fail to represent huge swathes of the global population,
those people could miss out on such benefits. It worries him, he
said, that companies often based in the U.S. claim to be developing
Al for all of humanity, “and they are clearly not a representative

sample.” [ng



Why 1t’s a good example of
an AI Accountability Story

e Uses clever, low-tech approach to audit an AI system
e Demonstrates scale

e Situates the tech within a larger societal trend /
context



Case Study #3
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Findings

AI facial recognition is deployed at scale in Buenos Aires to
indiscriminately surveil residents.

Errors in the system have left people wrongfully arrested.

While the system was presented as a way to catch fugitives,
in fact authorities have requested data from thousands of
innocent citizens, including opposition figures and the vice
president.



What do you think
the key reporting

questions are for

this story?



Methodology

Saw an opportunity in an
ongoing scandal to go deeper

Track down people affected by
the system

Isolate a key character (a
critical judge investigating the
facial recognition system) and
use them as an entry point to
find out more about the

system

Gallardo says. He sits in his office on the boulevard
Avenida de Mayo, just a few hundred meters from the pink
government building. The office is spacious and flooded
with light; a photo of the judge with Pope Francis hangs
prominently on the wall. Historical penal codes stand on a

bookshelf. “Only Argentina’s around 40,000 fugitives from
justice may be searched for with the system,” he says. “But
the number of personal data requested by the city was
almost 10 million. The government could never explain
why so much data was requested that did not belong to
fugitives.”




Newsv Israel Waron Gaza Features Opinion  Video

Economy | Poverty and Development

How an algorithm denied food to
thousands of poor in India’s Telangana

It adopted AI in welfare schemes to weed out ineligible ones, but has
wrongfully removed thousands of legitimate ones.

—0

I nve Stl CO Toresearch  About us ® Q =

. ; ;
onderzoeksjournalisten

'| want someone to say I'm not a fraud'

Duo's discriminatory fraud checks

Dear reader,

With successful journalistic collaboration, the research result also reaches exactly the
group that concerns the news. For example, in the autumn of 2022 we started
investigating a 'lead' that came from the Higher Education Press Agency: how does
student financing organization DUO search for fraudsters? After a thorough
reconstruction, we came across an exceptional number of lawsuits in which alleged
fraudsters had a migration background. That was the moment to ask NOSop3, with a

large and diverse viewing audience, on board. Together with them, we called more than 80
lawyers who showed us that in 97% of their lawsuits an accused student had a migration
background.

Lawyers and people in the legal system can be a great

way to access human stories and technical details!




e Captures and centers
human stories

Why 1t's a Uses the legal system
to establish damning
pOWGI"fUl example facts about how the
of good AT system works
Accountability Situates findings

Re port'i ng within the larger

context of growing
surveillance states in
Latin America
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Economy | Poverty and Development

How an algorithm denied food to
thousands of poor in India’s Telangana

It adopted Al in welfare schemes to weed out ineligible ones, but has
wrongfully removed thousands of legitimate ones.
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Findings

An AI system deployed
to determine food
benefits eligibility
excluded thousands of
people — with profound
conseguences.

People wrongly thrown
off welfare had to prove
their own innocence.

Bee is not the only victim of such digital snafus. From 2014 to 2019, Telangana can-
celled more than 1.86 million existing food security cards and rejected 142,086 fresh
applications without any notice.

The government initially claimed that these were all fraudulent claimants of subsidy
and that being able to “weed out” the ineligible beneficiaries had saved it large sums of

money.

But our investigation reveals that several thousands of these exclusions were done
wrongfully, owing to faulty data and bad algorithmic decisions by Samagra Vedika.

Once excluded, the onus is on the removed beneficiaries to prove to government agen-
cies that they were entitled to the subsidised food.

Even when they did so, officials often favoured the decision of the algorithm.



What would your
reporting starting
point be for this
story?



Good AI
accountability stories
DO NOT require fancy
technical data work.



Methodology

e Find people most
affected by working
together with lawyers /
civil society

e Obtain statistics that
show scale of harm

e Put findings against
company and government
claims of fairness and
efficiency

The state IT department denied our requests under the Right to
Information Act to share the source code and the formats of the

data used by Samagra Vedika to make decisions, saying the
company had “rights over” them. Posidex Technologies denied
our requests for an interview.

Over a dozen interviews with state officials, activists and those
excluded from welfare schemes, as well as perusal of a range of
documents including bidding records, gave us a glimpse of how

Samagra Vedika uses algorithms to triangulate a person’s iden-
tity in multiple government databases — as many as 30 — and
combines all the information to build a person’s profile.




Building connections between scale and harm

Dally status a3 on 290
— ly status report on verification of Rejecie! Fsc s on 29-07-2022

Name of the Total lications_enquired as on today,] Pencimg .
District Application roved | Rejected .
5 ec

| Narayanpet
Thanagaon
1.

Bismillah Bee with the old ‘Below Poverty Line’ card of the family issued in 2006 [Courtesy of The Reporters’ After court orders to re-verify, 7.5 percent of the rejected food security cards were approved [Courtesy of The

https://www.aljazeera.com/economy/2024/1/24/how-an-algorithm-denied-food-to-thousands-of-poor-in-indias-telangana



Why 1t's a
powerful example
of good Al
Accountability
Reporting

Captures and centers
human stories

Demonstrates scale

Clearly tests claims

of efficiency and
fairness

Situates the tech
within a larger
societal trend /
context




Tip:

Stories ahout
individual or
communal harm
need to give their
subjects agency —
it's not just about
the harm, but about
how these
communities fight
hack.

SURVEILLANCE

How healthcare workers in
India fought a surveillance
regime and won

The Indian government has become notorious for using
technology to monitor and track blue collar employees

BY VARSHA BANSAL 12 AUGUST 2021 [& DISPATCH
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