
Intro to Generative AI



What we will cover in this module

● How generative AI differs from other kinds of AI
● What goes into making a generative AI model
● The difference between text and image generators
● Major challenges with generative AI



Reminder: don’t stress.

🐣 If this is your first time engaging in the technical details,

use this as a way to familiarize yourself with terms & concepts.

🐥 If you already know some of these details,

use this as a way to clarify your understanding.

🔍 Treat this slide deck as a resource. Refer back to it as needed!
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The current* 
generative AI era is 
based on 
transformers.
* Keep in mind: This could change one day!



What are 
transformers?





What makes 
transformers 
so special?



They are good at finding 
long-range patterns in 
sequences of data.

Shall I compare thee to a summer’s day?
Thou art more lovely and more temperate.
Rough winds do shake the darling buds of May,
And summer’s lease hath all too short a date.
Sometime too hot the eye of heaven shines,
And often is his gold complexion dimmed;
And every fair from fair sometime declines,
By chance, or nature’s changing course, untrimmed;
But thy eternal summer shall not fade,
Nor lose possession of that fair thou ow’st,
Nor shall death brag thou wand'rest in his shade,
When in eternal lines to Time thou grow'st.
    So long as men can breathe, or eyes can see,
    So long lives this, and this gives life to thee.

Shall I compare thee to a summer’s day?
Thou art more lovely and more temperate.
Rough winds do shake the darling buds of May,
And summer’s lease hath all too short a date.
Sometime too hot the eye of heaven shines,
And often is his gold complexion dimmed;
And every fair from fair sometime declines,
By chance, or nature’s changing course, untrimmed;
But thy eternal summer shall not fade,
Nor lose possession of that fair thou ow’st,
Nor shall death brag thou wand'rest in his shade,
When in eternal lines to Time thou grow'st.
    So long as men can breathe, or eyes can see,
    So long lives this, and this gives life to thee.
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Short-range

They are good at finding 
long-range patterns in 
sequences of data.



They are good at finding 
long-range patterns in 
sequences of data.



ChatGPT

G: Generative
P: Pre-trained
T: Transformer
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Image generators 
are really similar, 
with one main 
conceptual 
difference.



They use diffusion.??
?

??



Diffusion is an objective.

Architecture Objective

The objective used to train an LLM is:
to predict the next word(s).

vs.

The architecture used to train an LLM is:
the transformer.



Diffusion is an objective.

Architecture Objective

The objective used to train an image generator is:
diffusion, or to recover a corrupted image.

vs.

The architecture used to train an image generator is:
the vision transformer.



Diffusion is about finding signal in the noise.

Create a dataset by 
corrupting images

Train the model to 
recover the images
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No one knows 
what’s in here.

disinformation
factual errors
misconceptions
conspiracy theories
speculation
urban legends
short stories
science fiction
fan fiction
tweets
rants
hyperbole
racism
abuse







Generative AI 
is about 
remixing data.
It is NOT about 
retrieving 
information. 



51%
of ChatGPT, Copilot, Gemini, and Perplexity’s 

answers about the news were INACCURATE
-BBC Research




