
Using AI in journalism



● A risk-assessment framework for 
using AI in journalism

● Case studies of stories that 
successfully used AI

What we will cover in this module
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What about 
using AI for 
fact checking or 
to detect 
deepfakes?
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Bad news:
There are no AI 
tools that can do 
this reliably.

Good news (sort of):
We can use 
traditional 
reporting methods 
to fight this.



LLMs: Classification



Example: using Claude to categorize data



LLMs: Summarizing



Example: Summarizing and structuring



LLMs: Coding



Example: rudimentary coding issues



Predictive AI instead 
of generative AI



Computer vision: filtering 
satellite imagery



Not everything is 
about genAI (in 
fact, most of the 
time it’s not)

Example: The New 
York Times trained a 
specialized machine 
learning model to 
detect bomb craters 
in Gaza.





Computer vision: visual work



Example: visual work



Example: visual work



Case study:
How a newsroom decided not 

to deploy a genAI feature



In 2024, The Guardian decided to put this 
question to the test.

They imagined two possible scenarios:

1. Using an LLM to generate live blog 
summaries that an editor could 
quickly scan, correct, and publish.

2. Adding a button to the live blog that 
readers could push themselves to 
generate a summary on the fly.

Can an LLM write live 
blog summaries?



1. They fine-tuned a series of different LLMs with 3,700 Guardian live 
blogs using different tones and topics.

2. They used the LLMs to generate hundreds of live blog summaries.
3. They asked people within the newsroom to evaluate each summary 

against three options:
a. It’s inaccurate
b. It’s accurate but not important
c. It’s accurate and important

The experiment



● Over the course of the monthslong experiment, the LLMs they 
fine-tuned got progressively better.

● Initially, in almost every single summary, evaluators marked 
around  half of the bullet points as inaccurate  and at least a 
quarter marked as unimportant.

● By the end, most summaries contained only around one 
inaccuracy  and one unimportant detail.

The results



Conclusion:
They decided not to 
deploy the feature.



1. It’s super hard to catch a single error in a 400-word 
summary when you are live blogging.

2. The Guardian realized that picking what is important 
to highlight in a summary is rooted in a real-world 
context , which is ultimately not how LLMs operate. So 
while it performed well in experiments, it could 
perform unpredictably at scale .

The reasons



Whatever you decide on: 
transparency is key



Find a sample 
AI Ethics 
Guide here.

Disclose your use of AI to your audience

https://themarkup.org/ethics
https://www.poynter.org/ethics-trust/2024/how-to-create-newsroom-artificial-intelligence-ethics-policy/?ref=tinynewsco.org
https://docs.google.com/document/d/15m3Bb1886HsVU2nPDQHG71r_aBqNdp6FBiG0AsZFuL0/edit


“You need to be able to communicate about 
it in ways that are not going to be 

alienating to large segments of the public 
who are really concerned about what these 

developments will mean for society at 
large.”

Benjamin Toff, director of the 
Minnesota Journalism Center 

Write about how you used it and what 
your audience should know about it




