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Abstract

Risk assessment of potential recruits is of prime importance to all NBA franchises. Although most
scouting focuses on physical performance statistics, there is general agreement that psychological
factors also play an important role in determining success. Accurate psychological assessment of
potential recruits can be difficult due to limited access to athletes, the time required to complete the
assessments, and the self-reporting nature of traditional psychology questionnaires. In this paper
we explore applications of language psychology metrics using machine learning and survival
analysis techniques to predict success in the NBA. We found that we could predict which athletes
would make it onto an NBA roster with an accuracy of 63% without any physical attributes
included in the model. In contrast, a model built just using NCAA playing statistics achieved an
accuracy of 78%, and combining physical statistics with the psychological features boosted the
performance to 83%. Adding in physical attributes such as age, height and weight, along with the
NCAA conference the athlete played in increased the accuracy further to 87%.

Our analyses could also predict the career survival probability (in terms of the number of NBA
games played) and starter probability (as in number of NBA games in the starting lineup) using
survival analyses with high significance for players who made it onto an NBA team roster. Our
models achieved concordance indices of 0.61-0.62 for psychology only models, and as high as 0.84-
0.86 when adding NCAA playing statistics, physical attributes, the NCAA conference, and where in
the draft they were selected. All of these models perform significantly better than chance.
Augmenting physical performance statistics with psychological features can provide added value to
recruitment teams from a risk assessment perspective. While this work focused specifically on
basketball recruitment, our results have far-reaching implications for identifying emerging talent
across all elite sports.
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1. Introduction

Physical performance attributes of aspiring athletes to professional basketball have typically been
the prime selection factor in recruitment [1,2,3]. College basketball performance in combination
with the metrics produced by the annual NBA draft combine are the most readily available sources
of data on physical attributes and performance. Prior studies have shown that college performance
statistics can be significant predictors of future NBA performance [2]. However, as athletes can
declare for the NBA draft at 19 years of age, many players in each draft cohort may only have
limited college playing experience. In addition, assessment of non-NCAA prospects such as
international recruits can be challenging, as comparing NCAA statistics against statistics from other
leagues of varying quality is problematic. Other studies have found limited evidence that NBA draft
combine assessments provide any predictive power with respect to future NBA performance [1, 3].
Identifying other metrics in addition to college performance and combine assessments that show
promise in predicting NBA success to augment recruitment decision making could thus provide a
valuable competitive edge.

While it is widely believed that the mindset and psychology of athletes are important factors in
determining future success [4], these dimensions have historically been difficult to assess [5,6].
Evidence has been presented that personality [7], psychological skill [8], and cognition [5] all have a
positive correlation with athlete performance. The Conscientiousness trait in the Five-Factor model
of personality was found to be significantly with stronger player game statistics in NCAA Division 1
soccer [7]. The Athletic Coping Skills Inventory has been found to be as capable at predicting MLB
batting average variance as physical traits, was better at explaining the variance in pitcher’s earned
run averages than physical skills and predicted athletes’ survival for the two and three years after
signing with a club [8]. A significant difference was also observed in Athletic Intelligence Quotient
scores between NBA and non-NBA players [5], suggesting that cognitive ability is correlated with
NBA performance outcomes.

Research in this area has been hampered by a lack of reliable and objective psychological data.
Access to athletes (particularly in the lead-up to the NBA draft) is typically limited, making
meaningful psychological assessments challenging. In addition, most traditional assessments rely
upon self-reporting, which is known to be problematic as eager recruits can mold their answers to
what they think assessors want to hear [9]. In contrast, language psychology techniques allow us to
analyze the everyday language of athletes from interviews or writing samples and assess their
cognitive, social, and emotional states [6] in a less biased way without providing additional load on
the athletes.

Profiles constructed using language are far less open to conscious manipulation and therefore
provide a more accurate picture of a candidate, while also bypassing the need to have athletes
submit for formal assessments. A person’s language usage provides an enormous amount of
information about who they are. In particular, a class of words called function words has been
found to provide meaningful insights into people’s social and psychological states. Function words
include pronouns (e.g. he, she, they, I, we), articles (a, the), prepositions (to, of, for), and a small
number of other common but almost invisible words that we use at high rates every day. Function
words account for less than 1% of our entire vocabulary but represent over 50% or our word usage
[10]. Across hundreds of studies, we now know that how you say something (i.e., the linguistic style
as measured by function words) is far more revealing of your personality or thinking styles than
what you actually say (i.e., content words). Further, it is exceptionally more difficult to consciously
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manipulate your function words while being interviewed than to shape the content of your
conversation [11].

Linguistic Inquiry and Word Count (LIWC) [12] was developed to extract psychological profiles of
individuals from their language. LIWC is a dictionary-based text analysis tool that produces scores
that represent the frequency of use of different categories of words as a fraction of the number of
words that are present in a sample of language. In this paper we explore the application of LIWC in
combination with machine learning algorithms to predict which aspiring college basketballers will
be signed by NBA teams. Using survival analysis techniques, we seek to predict NBA career
duration and the number of NBA games a player will start in based on the athlete’s linguistic
psychological profile. For both sets of models, we assess the impact of augmenting these models
with NCAA playing performance statistics plus other features such as age, height, weight, and NCAA
conference.

2. Methods

2.1.Data

ASAP Sportsé have been producing high quality transcripts of player interviews and press
conferences for a wide range of professional and amateur sports since 1989. At the time of writing,
their archive of basketball interviews spans 1992 to 2024 and includes both NCAA and NBA post-
game interviews with coaches and athletes. For this research, we scraped a total of 25,805
basketball transcripts from the ASAP Sports archive. Filtering on the keywords “NCAA” in the
tournament description field we selected a sample of college basketball player interviews. We then
cross-matched this sample against NBA draft records scraped from the official NBA website? and
NCAA athlete profiles scraped from the Real GM website#8 to identify athletes that were signed by an
NBA team (either drafted or offered a contract after the draft) vs those that were not based on
name and date matches.

The match-ups between ASAP Sports interviews and the Real GM NCAA player profiles were
manually inspected to confirm the accuracy of the matches, and where necessary match-ups were
adjusted or discarded. Profile information plus NCAA and NBA playing statistics were scraped from
Real GM for each athlete to identify details such as which draft year they nominated for, whether
they were drafted or signed by an NBA team, how many NBA games they have played, how many of
those games they started in, and whether they were still competing in the NBA. Additional
information such as the athlete’s date of birth, height, weight, and NCAA conference were also
scraped. Any matches where the interview date was > 4 years before the draft year or after mid
June on the year the player nominated for the draft were considered spurious and discarded, along
with any transcripts that mentioned “NBA” in the interview tournament details. The language in the
transcripts were then aggregated by player.

To assure that the language samples provided trustworthy estimates of their psychological states,
we excluded any sample with fewer than a total of 100 words across their interviews. The final

6 http://www.asapsports.com/
7 https://www.nba.com/stats/draft/history/
8 https://basketball.realgm.com/
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interview sample contains 1,533 athletes of whom 846 were drafted or signed by an NBA team
between 1995 and 2023. The remaining 687 athletes were not successful in making it onto an NBA
team roster. For the NCAA playing statistics, only those from the year immediately prior to the draft
the athlete nominated for were assessed. The final physical performance sample contains 20,723
athletes, where 2,281 were signed by an NBA team and 18,442 were not. We then matched the
interview sample against the NCAA physical performance dataset. This combined dataset is
comprised of 1,294 athletes, 730 of whom succeeded in making it onto an NBA roster while 564 did
not. The sample size is smaller than the interview sample due to two factors: the NCAA statistics
sample only goes back to 2003, and not all the interviewed draft prospects played in the NCAA (a
small percentage were recruited from international sources).

The interviews with college basketball players were only conducted following championship
games, and typically only occurred if the athlete was a stand-out player. This sample is thus
constructed from the very best players in the very best teams and is therefore not a general
representation of student athletes. While we acknowledge the presence of this bias, NBA scouts are
likely to focus their attention on the best players on the best teams so we expect this to be a valid
training set for the purposes of building models to predict athlete success and career duration
within the NBA.

We ran all language samples through the LIWC-22 software package?® to obtain LIWC language
psychology profilesto. We discarded all features related to punctuation as the language was
transcribed from audio recordings and therefore may not reflect the athlete’s actual language use
but could instead represent the transcribers themselves. Finally, we discarded any features with a
median LIWC score < 0.5 as such low baseline words are highly unstable due to a high rate of zero
scores in the data set. Our final LIWC feature count after feature selection was 64.

Per-game and per-minute NCAA playing statistics were calculated for each player in the season
immediately prior to their draft year for all features that were not fractions (e.g. percentage of free
throws made). These were combined with raw playing statistics to produce a total of 116 features
for the physical models.

2.2. Machine Learning Models

We used the LightGBM machine learning algorithm [13] to build three separate supervised
classification models to predict which athletes would be signed by an NBA team using language
psychology (LIWC) features, NCAA physical performance statistics, and a combination of both. A
fourth model was also built with the addition of age (as of January 1st on the year of the draft each
player nominated for), height, weight, and the NCAA conference they played in during the season of
their draft. For the purposes of this study we consider athletes who were drafted during the NBA
draft and those who were not drafted but later signed by an NBA team to be the same.

LightGBM is a gradient boosting framework that builds an ensemble of decision trees by iteratively
optimizing predictions to minimize errors based on a training set with known labels (e.g., "Y" vs "N"
representing signed vs not signed). LightGBM was chosen because it is exceptionally fast, highly

? https://www.liwc.app/

10 We discarded the word count (WC) feature as athletes who are performing well are likely to
attract more attention from the media and perform more interviews. Thus WC is likely strongly
correlated with the outcome variable but not in any way that would be useful to NBA teams.
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accurate, and scalable to large datasets. Its flexibility and efficient handling of class imbalances
through the use of class weights make it a robust choice for predictive modeling, even with minimal
hyper-parameter tuning.

While LightGBM has a large number of hyper-parameters, the most significant impact on statistical
performance is provided by tuning the fraction of randomly selected features used at each node
within the decision trees (feature fraction), the number of training epochs (number of rounds), and
the learning rate. While it is important to tune both the feature fraction and the number of rounds
to avoid over-fitting, decreasing the learning rate value reduces over-fitting at the expense of
increased computation time. A lower learning rate also increases the number of rounds required, so
selecting the lowest number possible that results in a reasonable run-time is standard practice. We
built our models in the R programming language using the lightgbm! library.

We tuned our LightGBM models using 5-fold cross-validation with 5 repeats, performing a grid-
search for feature fractions between %2 and 1/(total number of features). For all the models we set
the learning rate to 0.1. For the LIWC and combined models we set the maximum number of rounds
to 500. For the NCAA physical performance model we set the maximum number of rounds to 2,500
due to the much larger size of that training set. Gradient-based One-Side Sampling (GOSS) was
selected to improve computational efficiency and the boosting option of Dropouts meet Additive
Regression Trees (DART) was used to reduce over-fitting. The downside of using DART is that we
could not employ early-stopping, which increased the computation time. The scale positive weight
parameter was set as the ratio of negative (un-signed players) to positive (signed players) to
account for the imbalance between class categories. All other hyper-parameters were left at their
default values.

For each fold iteration, we trained a model using the 4 other folds and used the 5t fold as a
validation sample, so that each time we trained and validated using different data sets. Continuing
this process over all 5 folds meant that we eventually trained and validated on the entire data set.
Repeating the process 5 times with random splitting into the train and validation sets acts to reduce
variance in the performance estimates, providing more robust and stable feedback for hyper-
parameter optimization. The optimal feature fraction and number of rounds values were
determined by minimizing the log-loss metric calculated on predictions applied to the validation
data set. Log-loss measures how well a model's predicted probabilities align with the true labels
and is a good metric because it evaluates the calibration and confidence of the predicted
probabilities, not just the accuracy of the final class predictions. The optimal hyper-parameters
obtained through this process are provided in Table 1, along with the model balanced accuracies.
As the sizes of our training sets are relatively small (at least for the LIWC and combined models),
we used leave-one-out cross-validation to estimate the final model performances so as to maximize
the amount of data used to train each model.

As an ensemble algorithm LightGBM is notoriously difficult to interpret. However, analyzing
feature importance can tell us which features provide the most information gain. An additional tool
to gain a generalized idea of how the model is undertaking decisions can be obtained via partial
dependence plots [14]. For each feature in the model, we iterate through the parameter space
between the minimum and maximum value with 100 steps, changing the feature value to the new

11 https://github.com/Microsoft/LightGBM
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value while leaving all other features the same, and re-scoring using the final model. In this way we
can analyze how changing a feature impacts the model prediction, providing a useful sanity check.
We extracted feature importance values (measured using the Gain metric) and generated partial
dependence plots for each of the LIWC features used to construct the model (though partial
dependence plots are shown only for the top 6 features of the LIWC and combined models).

Feature LIWC NCAA LIWC+NCAA
Learning Rate 0.1 0.1 0.1
Feature Fraction 0.219 0.044 0.370
Number of Rounds 166 1,517 256
Balanced Accuracy 0.6324 0.78295 0.8299

Table 1 - LightGBM model hyper-parameter values.

2.3. Survival Analysis Models

In addition to predicting the likelihood that a student athlete will be signed by an NBA team, we
explored whether we could forecast how successful a career in the NBA each player might have. For
this purpose we considered two metrics: the total number of games played in the NBA (quantifying
career longevity), and the number of those games where the player was in the starting lineup
(indicative of the relative importance of each player on their team’s roster).

Of the 730 athletes in our combined sample of psychological and physical performance features
who were signed, only 520 have completed their NBA careers, providing a limited sample for
building machine learning models. However, a dataset such as this where we have a mix of athletes
who have finished their careers and others who are still playing is well suited to survival analysis
[15]. Survival analysis is a statistical methodology designed to analyze time-to-event data,
providing a framework for understanding the distribution of time until an event of interest occurs.
Initially developed in medical research to assess patient lifespans, survival analysis has since found
applications across a range of disciplines. Key techniques within survival analysis include the
Kaplan-Meier estimator [16], which provides non-parametric estimates of survival functions, and
the Cox proportional hazards model (CPH) [17], facilitating the exploration of covariate effects on
survival using multivariate features.

Using the R library survivall?2 we generated Kaplan-Meier career survival curves for our 730 signed
athletes, grouping them by draft status: early 1st round (pick 1-10), mid 1st round (pick 11-20), late
Istround (pick 21-30), early 2nd round (pick 31-40), mid 2nd round (pick 41-50), late 2nd round
(pick 51-60). An additional “Not Drafted” category contains all athletes who were not selected in
the draft but were subsequently signed by an NBA team. Separate Kaplan-Meier curves were
produced for the number of NBA games played in (Figure 1) and the number of NBA games started
in (Figure 2). The Kaplan-Meier curves support the hypothesis that the NBA draft is highly efficient,
with athletes selected early in the draft generally going on to have longer careers and more games
in the starting lineup. The anti-correlation between draft status and both career games and game
starts continues through to those players who were signed after the draft. There are, however,
some interesting overlaps: the differences between mid to late picks in the first round are less
pronounced than between early in the first round and later in the first round. Similarly, athletes

12 https://cran.r-project.org/web/packages/survival /index.html
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picked early or in the middle of the second round are hard to separate. The difference between
athletes picked late in the second round and those who were not drafted but subsequently signed
by a team are, however, minimal.

We next fitted CPH models initially using only 3 sets of features: LIWC features only, NCAA playing
statistics only, and a combination of LIWC and NCAA statistics. We then experimented by building
two additional models with the addition of the physical attributes (age, height, weight) plus college
conference, and the draft status group. While the draft status is not known prior to the draft, our
goal was to test whether language psychology features, NCAA playing stats, or which school
conference an athlete played in would provide any improvement to the models over where in the
draft an athlete was selected.
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Figure 1 - Kaplan-Meier career survival curves for NBA players in terms of number of NBA games
played, grouped by their draft status.
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where they were in the starting lineup, grouped by their draft status.

3. Results

3.1. LightGBM Model - Psychological Features

Our cross-validation process for the language psychology only (i.e. LIWC) model achieved a
balanced prediction accuracy of 63.2%. Due to the slight imbalance between classes, the no
information rate (NIR; the accuracy you would obtain through random selection) was 55.2%, and
the p-value for the accuracy exceeding the NIR was 7.6 e-13 meaning this result is significant. Our
prediction accuracies for both classes were fairly balanced, with the accuracy at correctly
predicting the N and Y classes being 61.1% and 66.1%, respectively. Figure 3 shows the confusion
matrix for this model.
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Confusion Matrix - LIWC Model

Prediction

N Y
Truth

Figure 3 - Confusion matrix for the LIWC LightGBM model from leave-one-out cross-validation (Y =
signed by NBA team, N = not signed).

Figure 4 shows the feature importance plot for the final tuned model. The six most important
features in the model are future focus (focusfuture), conjunctions (conj), authenticity (Authentic),
positive emotions (emo_pos), present focus (focuspresent), and verbs. Figure 5 shows the partial
dependency plots for these six features, allowing us to determine in which direction varying values
for each feature push the model predictions. For future focus, values between 0.45 and 4.04 lead the
model to predict lower probabilities (~2% lower) of success while very low values (< 0.45) lead the
model to predict a higher success probability (~4% higher). Values > 5 result in very marginal (<
1%) increase in success probability. Similarly, present focus scores above 5 produce higher
probabilities (~4% higher) while lower scores push the model to predict a higher likelihood of
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failure (~4.5% lower). High scores in present focus are indicative of thinking about what is
happening right now and can be an indicator of mindfulness and a sign of someone who is living in
the moment. Higher future focus scores reflect people’s thinking about the future, including their
goals and plans. Future focus language is also associated with better health at the individual and
community level, so is likely an indicator of a balanced and healthy outlook. Present focus in
particular could indicate an athlete has a higher likelihood of achieving a flow state, which has been
found to have a strong positive relationship with performance in athletes and musicians [18, 19]. In
contrast, a higher conjunction score (indicative of more complex language use) leads to the model
down weighting an athlete’s chance of being signed. Conjunctions are joining words and a high
score indicates more complex language usage. The authenticity dimension is based on a group of
words associated with being self-focused, honest, and non-defensive. People high in this domain are
likely more comfortable in interviews.

Calculating simple Pearson correlations between the LIWC scores and a binary label (i.e. 0 for not
signed, 1 for signed) can also provide some insight into what is driving the model’s decision making.
Table 2 shows the correlation coefficients for those LIWC features where the absolute value of the
coefficient is > 0.075.
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Feature Importance - LIWC Model
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Figure 4 - Feature importance plot for the top 50 features in the LIWC LightGBM model. The higher

the Gain, the more important the feature is. See the LIWC-22 manual?3 for definitions of each of

these features.

Bhttps://www.liwc.app/static/documents/LIWC-22%20Manual%20-
%?20Development%20and%20Psychometrics.pdf
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Partial Dependency Plots - LIWC Model
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Figure 5 - Partial dependence plots for the top 6 LIWC model features by decreasing importance.
An increase in probability correlated with an increase in LIWC score means that higher LIWC scores
result in higher model prediction probabilities (and vice versa). See the LIWC-22 manual4 for
definitions of each of these features.

Feature Correlation
conj -0.170
ipron -0.114
tentat -0.109
adverb -0.092
feeling -0.086
function -0.084
socrefs 0.085
verb 0.104
you 0.109
ppron 0.131

L4https://www.liwc.app/static/documents/LIWC-22%20Manual%20-
%?20Development%20and%20Psychometrics.pdf

G2AnALyiics 12



Table 2 - Pearson correlation coefficients between LIWC features and a binary label (i.e. 0 for not
signed, 1 for signed by an NBA team). Only those features with an absolute value of > 0.1 are shown
for clarify.

3.2.LightGBM Model - NCAA Playing Statistics

Our cross-validation process for the physical performance (i.e. NCAA) model achieved a balanced
prediction accuracy of 78.3%. Unlike the other data sets, the NCAA sample is highly imbalanced
with a NIR of 89.0%. However, the p-value for the accuracy exceeding the NIR was < 2.2 e-1¢, Our
prediction accuracies for both classes were highly imbalanced, with the accuracy at correctly
predicting the N and Y classes being 95.4% and 53.6%, respectively. These metrics indicate that this
model on its own is not particularly useful in terms of being able to accurately forecast future NBA
success.

3.3.LightGBM Model - LIWC + NCAA Playing Statistics

The cross-validation process for the combined LIWC plus NCAA playing statistics model achieved a
balanced prediction accuracy of 83.0%. The NIR for this sample was 56.4%, and the p-value for the
accuracy exceeding the NIR was a highly significant < 2 e-16. Our prediction accuracies for both
classes were fairly balanced, with the accuracy at correctly predicting the N and Y classes being
81.1% and 85.0%, respectively. Figure 6 shows the confusion matrix for this model.
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Confusion Matrix - LIWC + NCAA Model

Prediction

Truth

Figure 6 - Confusion matrix for the combined LIWC + NCAA statistics LightGBM model from leave-
one-out cross-validation (Y = signed by NBA team, N = not signed).

Figure 7 shows the feature importance plot for the final tuned model. While the model is clearly
dominated by the NCAA statistics, a number of LIWC features are present in the top 50 most
important features. The six most important LIWC features in the model are words per sentence
(WPS), conjunctions (conj), adverbs, negations (negate), feeling words, and absolutist language
(allnone).
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Feature Importance - LIWC + NCAA Model
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Figure 7 - Feature importance plot for the top 50 features in the LIWC + NCAA statistics LightGBM
model. The higher the Gain, the more important the feature is. See the LIWC-22 manual?5 for
definitions of each of the LIWC features, and the Real GM website for definitions of the NCAA
statistics1e.

Figure 8 shows the partial dependency plots for the top 6 LIWC features in this model. As with the
LIWC only model, we can see that more complex language (represented by words per sentence and
conjunctions) pushes the model to reduce the likelihood of an athlete making it into the NBA.
Similarly, higher rates of negations and feeling words are anti-correlated with success. Feeling
words reflect a person’s expressing their feelings (e.g. “I feel...”, “I sense that you are...”) while
negations reflect being more defensive and inhibited. Combined, high scores in both of these
categories might suggest people who are more insecure. Interestingly, the use of adverbs and
absolutist language have non-linear correlations with success. Very low and very high values are
associated with higher probabilities, but in between the model predicts lower probabilities of
success. Absolutist language includes words such as never, absolutely etc. People who are
depressed tend to use these words more often, so the fact that higher scores result in lower success
probabilities supports them being predictive of poor performance (the absolutist scores do return

1Shttps://www.liwc.app/static/documents/LIWC-22%20Manual%?20-
%20Development%20and%20Psychometrics.pdf
16https://basketball.realgm.com/ncaa/stats
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to positive territory above scores of ~2.5, but the change in model probability is < 1% indicating it
does not impact the model significantly above this range).

The addition of player age, height, weight and NCAA conference boosted the model accuracy further
to 86.7%. For this model, age was the most important feature, with athletes older than ~22.5 years
having lower probabilities of success. The NCAA conference was the third most important feature,
with athletes from the power conferences (e.g. the South Eastern Conference, Big 12, and Pac-12
conferences) having much higher success probabilities on average than those of lower tier
conferences. Height was also an important feature (8th), with students taller than 205cm (~6'8”)
having higher success probabilities. Weight, however, ranked low in terms of feature importance
(81st) and therefore does not have a significant impact on the model.

Partial Dependency Plots - LIWC + NCAA Model
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Figure 8 - Partial dependence plots for the top 6 LIWC features in the LIWC + NCAA model by
decreasing importance. An increase in probability correlated with an increase in LIWC score means
that higher LIWC scores result in higher model prediction probabilities (and vice versa). See the
LIWC-22 manual?’? for definitions of each of these features.

17https://www.liwc.app/static/documents/LIWC-22%20Manual%20-
%?20Development%20and%20Psychometrics.pdf

G2AnALyir 16



3.4. Survival Analysis - NBA Games Played

To assess the importance of psychology on career duration, we built a CPH model with the LIWC
features to predict the probability that an athlete will play a given number of NBA games in their
career. The concordance index (C-index) is a commonly used metric in survival analysis to evaluate
the performance of a predictive model [20]. A C-index of 0.5 indicates that the model performs no
better than chance, while a value of 1 indicates perfect concordance. The C-index for the model built
purely from the LIWC measures was 0.613 +/- 0.014, indicating that the language psychology
features do provide predictive power. We also built models using just the NCAA playing stats (C-
index = 0.704 +/- 0.013), a combination of LIWC + NCAA features (C-index = 0.738 +/- 0.013), and
LIWC + NCAA features + age/height/weight/conference (C-index = 0.808 +/- 0.01). Finally, we
added draft status to the combination of the all other features and achieved a C-index = 0.842 +/-
0.008. Figure 9 shows a comparison of the C-index values for all five models.

Survival Analysis Models - NBA Games
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Figure 9 - Comparison of concordance values for Cox proportional hazard models to predict
number of NBA games played. The models represented are: LIWC language features, NCAA playing
stats, a combination of LIWC + NCAA features, a combination of LIWC + NCAA +
age/height/weight/conference, and with all of the above plus draft status. The error bars show the
standard error for each concordance value.
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3.5. Survival Analysis - NBA Starting Lineup Games
We also built CPH models to predict how many NBA games a player will be in the starting lineup.
The C-index for the model built purely from the LIWC measures was 0.617 +/- 0.015. We also built
models using just the NCAA playing stats (C-index = 0.712 +/- 0.013), a combination of LIWC +
NCAA features (C-index = 0.748 +/- 0.013), and LIWC + NCAA features +
age/height/weight/conference (C-index = 0.823 +/- 0.01). Finally, we added draft status to the
combination of the all other features and achieved a C-index = 0.857 +/- 0.008. Figure 10 shows a
comparison of the C-index values for all five models.

Survival Analysis Models - NBA Starts
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Figure 10 - Comparison of concordance values for Cox proportional hazard models to predict
number of NBA games a player will start in. The models represented are: LIWC language features,
NCAA playing stats, a combination of LIWC + NCAA features, a combination of LIWC + NCAA +
age/height/weight/conference, and with all of the above plus draft status. The error bars show the
standard error for each concordance value.

4. Conclusion

Our research suggests that the ways that athletes use words in everyday interviews and
conversations can predict the ways they will ultimately perform in professional sports. Through
computer-based natural language analyses, we can quantify people’s thinking styles and
psychological traits that are correlated with success and build models to predict the likelihood that
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an athlete will be signed by an NBA team. Meaningful psychological traits have traditionally been
difficult to obtain during the pre-draft process. Employing language psychology-based machine
learning models addresses two of the biggest barriers to obtaining this data (i.e., access to athletes
and potential issues with the accuracy of self-reported psychological characteristics), transforming
what has historically been a challenging factor to include in pre-draft models into an easily
accessible option. Using the LightGBM machine learning algorithm, we were able to predict with an
accuracy 63% which student-athletes will successfully make it onto an NBA roster using language
psychology features alone. Augmenting these features with college playing statistics we can achieve
accuracies of 83%, and with the addition of physical traits such as age, height, and weight, plus the
NCAA conference the student played in, we can boost this further to 87%. We also found that
survival analysis models built using language psychology features were able to predict the
likelihood that an NBA player’s career will last beyond a given number of games far better than by
random chance, and that combined with NCAA statistics, age/height/weight/conference, and a
player’s draft status these models have significant predictive power. Similarly, using survival
analysis techniques we were able to predict how many NBA games a player will feature in the
starting lineup with high precision. These models would allow NBA teams to provide probabilistic
forecasts of player career durations pre-draft, allowing for a significant improvement in risk
assessment over traditional methods.

Combining our analysis of the LightGBM feature importance, partial dependence plots and simple
correlations, we were able to determine which features are driving the models. We saw evidence
that people who are more present or future focused and who use less complex language (possibly
an indication of quick decision making as opposed to a longer more analytical thinking style) are
more likely to make it on to an NBA roster and have higher probabilities of enjoying longer and
more successful careers. Athletes who have more of a present focus may be more likely to achieve a
flow state, which is thought to be positively correlated with performance. Those who are more
likely to not make it into the NBA use more complicated language and ruminate more on the past
than look to the future.

Using language from student athletes prior to the NBA draft in combination with NCAA playing
statistics we have shown that we can accurately predict not only which athlete’s will be signed by
an NBA team, but how long their careers will last and how impactful they will be. These models
could be used to forecast the probability of a player making it to a specific milestone, for example
past the initial 4-year rookie contract. Such forecasts could be utilized by a range of interested
parties beyond the NBA franchises themselves including player agents and sponsors. This work has
implications for talent scouting and player development, potentially revolutionizing how teams
identify emerging talent. While this research focused entirely on basketball, it can also be applied to
any other high-performance sport where athlete language samples are available.
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