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Executive Summary

Al exposure research says 80% of U.S. workers could be affected and 60-70% of work
is automatable. Yet only 17% of U.S. businesses are using Al in any business function.
Most existing research measures what Al can do. We measured what organizations
can safely deploy. We offer a diagnostic model that quantifies this opportunity—with
granularity and precision that scales from the national labor force to individual jobs
and firms.

We assert that the limiting factor is governance, not technical capability. In our view,
four constraints primarily determine where and when organizations can safely de-
ploy Al: consequence of error, verification cost, accountability requirements, and
physical reality. We applied these constraints to deeply analyze nearly 19,000 work
tasks across 148 million U.S. workers.

The total opportunity for Al deployment is $3.24 trillion annually, but only $1.6
trillion (15.7% of wages) is straightforward. Realizing the remaining $1.64 trillion
of opportunity requires careful structuring of human-Al interaction.

Three independent signals confirm this analysis: real losses are accumulating from
sloppy Al adoption; the insurance industry has started excluding Al from standard
policies while offering specialized coverage only to organizations that can prove ad-
equate governance; and academic research increasingly suggests that deployment
depends on context-specific factors, not just technical capability.

The implication is that Al won’t necessarily eliminate jobs—it will likely distill them
into roles that are better matched to differentiated human capabilities. High delega-
tion potential tasks will likely rapidly migrate to Al. What remains with humans will
likely concentrate around judgment, accountability, and relationships.

We believe that most managers may fail to capture this opportunity, as they yield to
the temptation to chase capability before building governance processes and work-
force Al fluency. The minority who succeed will start with what’s safe to delegate
today, gradually earn organizational confidence, and expand systematically. A select
few will strategically invest their efficiency gains to transform their operations and
their competitive landscape to secure lasting advantage.
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Estimates of Al's impact have run the gamut—from OpenAl’s 2023 finding that 80%
of workers have task exposure,! to McKinsey’s 2024 estimate that 60-70% of work
time is technically automatable.? Yet the Census reported in December 2025 that
only 17% of U.S. businesses report using Al in any business function.?

This gap demands explanation. If Al applies to almost every task, why is adoption so
low and what constraints explain the gap?

Exposure Is Not Deployment

Early research answered an important question: what can Al do, theoretically? The
answer was “almost everything.” But that’s not the question organizations face. The
real question is: what can we safely deploy under realistic governance, liability, and
verification constraints?

Technical exposure is not deployment. Recent academic research has begun explor-
ing factors beyond technical capability that affect adoption—implementation costs,
verification requirements, and how Al performance varies sharply by context.

Our own task-level analysis confirms this pattern: work representing 92% of U.S.

wage mass could theoretically be delegated or assisted by Al, but only 15.7% of that
work is immediately ready to delegate under realistic constraints, with an additional
16.1% that could be delegated with appropriate governance. The gap reflects struc-
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tural barriers that better Al models and historical technology diffusion curves alone
are unlikely to resolve.

Converging Evidence

We observe three independent market signals that suggest the same conclusion:
governance, not technical capability, is the binding constraint.

Enterprise Al successes are real, but troubling failures are accumulating. The
hypothetical risks of sloppy governance in Al deployment have become actual liabili-
ties:

e Wolf River Electric is pursuing $110M+ in defamation claims for Al-generated
false statements*

e Air Canada lost a legal ruling establishing enterprise liability for chatbot com-
mitments?

e Multiple organizations are facing regulatory penalties for algorithmic bias in
hiring systems®

These cases, and many others like them, are leading indicators of a challenging Al
liability environment that is rapidly taking shape.

Insurers are backing away from Al coverage. In 2024 and 2025, major property and
casualty carriers—AIG, WR Berkley, Great American—filed for regulatory approval to
exclude Al liability from standard corporate policies.” Why? Correlated failure risk,
the absence of an actuarial baseline, and unpredictable failure modes are making
default coverage untenable. In January 2026, Verisk—whose policy templates under-
pin 80% of the U.S property and casualty insurance market—introduced standard Al
exclusion endorsements that will likely have the effect of making coverage gaps the
default rather than the exception.®

As mainstream carriers back away from coverage for Al-related losses, some carriers
are starting to offer affirmative Al coverage products, but only to organizations that
can demonstrate ongoing robust Al governance practices. This suggests that the
wave of exclusions represent a rejection of ungoverned Al adoption, not a categori-
cal rejection of all Al use.

Insurers are aggressively deploying Al for their own operations. The irony is that
the insurance industry outpaces nearly all other industries in enterprise Al adoption
for their own internal operations: underwriting, claims processing, fraud detection,
and customer service.’

This situation is best interpreted as a rational application of real information asym-
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metry, not hypocrisy. Insurers deploying Al internally have visibility into their own
governance processes. They know where Al authority stops and human judgment
begins and have designed systems and processes accordingly. They can see their

own risk. They can’t see the risk of their customers. Until they have that visibility,

they’d rather exclude than guess.
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Key Points

e Four operational constraints—independent of Al capability—determine which Al
systems can be deployed: Consequence of Error, Verification Cost, Accountability
and Human Presence Requirements, and Physical Reality Limitations.

e When verification costs equal or exceed efficiency gains, the economic case for
Al collapses—a phenomenon economists call “so-so automation” that displaces
labor without generating net productivity gains.

e Certain tasks require human authorization or authentic presence that cannot be
transferred to Al; human authenticity has measurable market value, with Al-gen-
erated content receiving 45% less engagement and 14% lower purchase consid-
eration when detected.

e Five delegation categories define how humans and Al interact across tasks: Auto-
mated (Al with minimal oversight), Verified (human as editor), Co-Piloted (human
engaged throughout), Assisted (Al prepares but humans decide), and Human-On-
ly (safety-critical physical work or authentic presence required).

Four types of operational constraints determine which Al systems deploy and which
ones don’t. These exist independently of Al capability—you can have a perfect mod-
el that still can’t be deployed because of operational requirements.

The Four Constraints

Consequence of Error. What are the costs when Al is wrong? A poorly worded social
media post is likely benign. Payment processing errors are serious but reversible.
Medical diagnostic errors can kill people. The level of consequence determines how
much Al risk firms can tolerate.

Verification Cost. Can someone double check Al’s output without redoing all the
work? Software code can be verified through affordable automated unit tests. Med-
ical diagnoses require a highly paid physician to re-examine the case—potentially
more expensive than doing the initial diagnosis themselves. When verification costs
equal or exceed efficiencies gained, the economic case for using Al collapses. Econo-
mists call this “so-so automation” —technology that displaces labor without generat-
ing net productivity gains.*°

Accountability and Presence. Does the task require human authorization or au-
thentic human presence? A physician can’t transfer malpractice liability to an Al,
even if the Al is more accurate. An engineer can’t delegate their Professional Engi-
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neer (PE) stamp—the legal certification that a design is safe for the public. Other
tasks require authentic presence—counseling, leadership, negotiation—where the
human relationship is the point. This isn’t just sentiment: Al-generated content re-
ceives 45% less engagement than human-written equivalents, and purchase consid-
eration drops 14% when consumers detect synthetic marketing.!* Human authentici-
ty has measurable market value.

Physical Reality. Does the task require manipulating atoms in unstructured environ-
ments? Software scales infinitely, but physical intervention is constrained by safety
and physics. The capital requirements for autonomous physical robotics systems are
extraordinary—billions in R&D, sensor infrastructure, and safety validation. MIT re-
search found only 23% of technically-exposed vision tasks were economically attrac-
tive to automate, given upfront costs.*? Better models won’t close this gap soon. It’s
a capital barrier.

The Five Al Delegation Categories

To see how the four operational constraints interact when applied to specific tasks
that are part of real-world jobs, we developed five categories of Al delegation. Each
category defines a state of human and Al interaction starting from fully Al-delegated
automation tasks that require minimal human oversight to Human-Only tasks.

Delegation Category Human Role When It Applies

Automated Governor Low consequence, affordable
verification, delegable, digital

Verified Editor Moderate consequence, deterministic
checks, digital

Co-Piloted Pilot Expert verification is required; humans
are engaged throughout

Assisted Judge High consequence or non-delegable; Al
prepares, humans must decide

Human-Only Actor Safety-critical physical work or authen-
tic human presence required

Automated and Verified work permits rapid delegation because verification is afford-
able or unnecessary. Co-Piloted and Assisted work improve productivity, but humans
remain accountable. Human-Only work is fundamentally human.
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Starting from existing government databases, we developed an expanded and en-
riched task-level database covering approximately 18,898 tasks that define 848 jobs
held by approximately 148 million U.S. workers. We sorted tasks by their centrality
to the role, categorizing every activity as either Core Work (the specialized duties
that define the role) or Coordination Work (the universal administrative overhead
common to nearly all occupations). We then calculated the delegable share of wages
after systematically assigning delegation categories to core tasks and applying a co-
ordination coefficient to coordination tasks.

This process yielded a task level estimate of Al delegable wage mass based on realis-
tic governance constraints. This process makes it possible to generate both quantita-
tive and qualitative guidance for where and how organizations can safely and effec-

tively deploy Al at the national, state, industry, firm, department, job, and task level.

$3.24 Trillion Under Governance Constraints

We estimate the present total U.S. national opportunity for Al delegation to be $3.24
trillion annually (31.8% of U.S. base wages) under base assumptions, with a sensi-
tivity range of $2.47 trillion —=$4.34 trillion.
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NATIONAL AI OPPORTUNITY: EXPLODED VIEW
Total U.S. Wage Mass ($10.2T) Opportunity Breakdown ($3.24T)

Assisted
Uplift
$0.60T (5.9%)

Protected Work Total Opportunity Govergf:ocf-safe

$6.96T (68.2%) $3.24T (31.8%) $1.60T (15.7%)

Co-Piloted

Uplift
$1.04T (10.2%)

Figure 1 - National Al Opportunity in Context

The Governance-Safe Floor: $1.60 Trillion Annually

We estimate the governance-safe floor for Al delegation in the U.S to be $1.6 trillion
annually. This floor represents work firms can safely delegate today because verifica-
tion is affordable and deterministic:

$1.02 trillion in core work delegation (10.0% of wages): Tasks for which checking
the Al outputs costs far less than just doing the work—payment processing, data
extraction, document classification, routine calculations.

$0.58 trillion in coordination efficiency (5.7% of wages): Reducing the “work about
work”—scheduling, status updates, email triage—that burdens every role. Research
shows knowledge workers spend 57-60% of time on coordination rather than core
work.? Al fluency reduces this overhead even when core work remains human-per-
formed.

This floor is conservative and immediately actionable.

Co-Piloted Uplift: $0.52 Trillion to $1.74 Trillion

The Co-Piloted Uplift represents productivity gains from human-anchored workflows
where Al assists but humans remain fully engaged—code development, content
creation, research. Controlled studies show 40-55% productivity gains in early Al
co-pilot style deployments.'* The gains depend on the quality of verification process-
es and the sophistication of the redesigned workflow.
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Conservative assumptions (15% net time reduction after verification overhead):
$0.52 trillion

e Base assumptions (30% net reduction): $1.04 trillion
e Aggressive assumptions (50% net reduction): $1.74 trillion
e Assisted Uplift: $0.27 Trillion to $1.12 Trillion

Assisted Uplift: $0.27 Trillion to $1.12 Trillion

Gains where Al accelerates preparatory work—data extraction, option generation,
analysis—but humans make final calls because accountability cannot transfer. This
includes underwriting, diagnostic support, legal research, and strategic planning.

e Conservative assumptions (12% net time reduction): $0.27 trillion
e Base assumptions (27% net reduction): $0.60 trillion
e Aggressive assumptions (50% net reduction): $1.12 trillion

Gains are smaller and more variable because verification often approaches the cost
of re-derivation. Healthcare illustrates a particular risk: historical patterns of suppli-
er-induced demand suggest that when Al reduces the cost of diagnostics, utilization
may increase, creating downstream burden that offsets efficiency gains.*

Human-Only Work: Practice Environments & Sparring
Partners

While we assign no direct efficiency value to Human-Only work, Al can still play a
valuable role here. Al can provide simulated practice environments for humans to
rehearse high-stakes scenarios—grief counseling, difficult negotiations, crisis leader-
ship. It can also serve as a sparring partner, offering critiques and alternative per-
spectives that help humans sharpen their judgment. The value here isn’t efficiency—
it’s quality improvement in the work where the human contribution matters most.
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Distillation, Not Necessarily Elimination

To understand how governance constraints apply across sectors, we constructed
three illustrative workforce profiles: a regional bank, a health system, and a custom
equipment manufacturer. These are fictional organizations—not real companies—
built using actual role structures, BLS wage benchmarks, and industry-standard
workforce distributions. They demonstrate how the same data produces different
deployment maps depending on workforce composition.

What the analysis reveals: Al doesn’t necessarily eliminate roles. It distills them.
High delegation potential tasks evaporate from daily workflows, allowing human
work to concentrate on what only humans can do.

Capturing and Reinvesting Reclaimed Human Capital

However, role distillation is not a passive outcome; it is an active architectural
choice. Without deliberate planning, the human capacity freed by Al evaporates—
instantly reabsorbed by the ‘coordination tax’ of unnecessary meetings and admin-
istrative drift. Leaders must reverse the sequence: identify the high-value initiatives
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that demand human ingenuity first, and then fund them with the capacity reclaimed
from Al systems. You cannot bank efficiency; you must reinvest it.

The Teller Who Became an Advisor

ColdWest Bancorp is a fictional Midwest regional bank—S25 billion in assets, 110
branches, 2,910 employees. Built on deep relationships with middle-market manu-
facturers and commercial real estate developers. A conservative credit culture that
prizes relationship stickiness over geographic expansion.

Consider Maria, a composite of their 900-person teller workforce.

Ten years ago, Maria’s day was transactions. Cash deposits. Check processing. Bal-
ance inquiries. Work that required accuracy and a pleasant demeanor, but not much
judgment.

Today, ATMs and mobile banking handle 80% of those transactions. Maria’s branch
sees half the foot traffic it once did. But Maria still works there—and her role has
transformed.

Now when customers come in, they come with problems. A small business owner
whose cash flow doesn’t match his loan covenants. A retiree confused by an estate
transfer. A young couple who need someone to walk them through their first mort-
gage. Maria has become an advisor, a problem-solver, a relationship manager. The
transactions evaporated. The judgment work concentrated.
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This pattern—documented by economists studying automation’s historical effects?®
—is precisely what we mean by role distillation. The work didn’t disappear. It was

purified.
COLDWEST BANCORP: OPPORTUNITY PROFILE
Total Base Wages ($189.7M) Opportunity Breakdown ($66.2M)
Assisted
Uplift
$9.8M (5.2%)

Governance-Safe

Protected Work Total Opportunity Floor

$123.5M (65.1%) $66.2M (34.9%) $31.1M (16.4%)

Co-Piloted

Uplift
$25.3M (13.3%)

Figure 2 - ColdWest Bancorp Al Opportunity Profile

ColdWest shows balanced opportunity across all three tiers—substantial gover-
nance-safe automation, significant co-pilot gains, and meaningful decision support.
This reflects the mix of routine transactions and judgment-intensive advisory work
that characterizes financial services.

Our analysis found that the compliance function demonstrates a potential for
non-linear scaling: Using Al to triage thousands of potential fraudulent transaction
alerts helps financial institutions break free of the proportional relationship between
customer volume and compliance headcount. The same analyst capacity can moni-
tor much larger customer bases—eliminating the “compliance tax” that has histori-
cally constrained growth.

The question for ColdWest’s leadership: Will they use their new Al-enabled capaci-
ty to deepen client relationships and launch new advisory services, or will they allow
these gains to be absorbed by legacy processes—missing the chance to shift their
competitive value proposition?
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The Physician Who Can’t Delegate Liability

KaleidoHealth is a fictional non-profit health system in the Southeast—multiple hos-
pitals, outpatient clinics, a 3,000-physician medical group. A clinical and economic
anchor for its region, it has 32,900 employees and pays them $2.58 billion in wages
annually.

Consider Dr. Sarah Chen, an internist in KaleidoHealth’s primary care network.

Dr. Chen spends 47% of her time on coordination—charting, inbox management, pri-
or authorizations, referral letters, quality reporting. Nearly half her day is consumed
by “work about work” before she sees a single patient.

But Al has started helping with much of this. Her Electronic Health Record (EHR)
system now drafts visit summaries. An Al co-pilot helps with inbox triage. Research
tools accelerate her literature reviews when patients present with unusual symp-
toms.

But here’s what Al cannot do: sign her name to a diagnosis. Dr. Chen carries malprac-
tice liability for every clinical decision. No algorithm, however accurate, can transfer
that accountability. She can use Al to prepare—to synthesize research, generate dif-
ferential diagnoses, surface relevant protocols—but the final call for each diagnosis
remains hers. Legally. Professionally. Ethically.
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This is why KaleidoHealth’s opportunity profile looks so different from that of Cold-
west Bancorp.
KALEIDOHEALTH: OPPORTUNITY PROFILE
Total Base Wages ($2.58B) Opportunity Breakdown ($636.1M)

Governance-Safe )
Floor Assisted

$243.9M (9.5%) Uplift
Protected Work Total Opportunity $267.9M (10.4%)
$1.94B (75.3%) $636.1M (24.7%)

Co-PiIPted

Uplift
$124.3M (4.8%)

Figure 3 - KaleidoHealth Al Opportunity Profile

Assisted Uplift is the largest tier—10.4%. This is healthcare’s unique signature. Cli-
nicians make high-stakes decisions constantly, and Al can dramatically accelerate the
preparatory work even when final judgment must remain human.

But there’s a trap. Historical patterns of supplier-induced demand in healthcare
suggest that when Al reduces the cost of diagnostics, utilization may increase—more
tests ordered, more documentation generated.!” The efficiency gains can create
downstream verification burden that offsets what was saved. Dr. Chen might spend
less time writing notes but more time reviewing Al-generated drafts. The freed ca-
pacity doesn’t automatically become patient time.

The Billing department shows a sharp contrast. Medical coders have high Automated
and Verified task shares because their tasks follow structured rules verifiable against
payer requirements. Here, role distillation is highly visible: Al handles routine coding,
humans shift to exception handling, denial pattern analysis, and physician coaching
on documentation practices—work that creates more value than mechanical code
lookup.

The question for KaleidoHealth’s leadership: Will they redesign care delivery—free-
ing clinicians to focus on complex, human-centered medicine—or will they let their
efficiency gains become unnecessary tests and documentation that takes time away
from patient connection?
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The Welder Who Can’t Be Replaced by Software

Pacific FoodPro is a fictional manufacturer in the Pacific Northwest—1,361 em-
ployees, $121.5 million in wages. They build custom food processing equipment:
conveyors, fillers, case packers, palletizers. Made-to-order systems for breweries,
frozen-fruit packers, dairy processors. Each project requires close collaboration be-
tween engineers and food scientists to meet FDA and USDA sanitation standards.

Consider Marcus, a senior welder on the fabrication floor.

Marcus works with stainless steel—the material of choice for food-contact surfaces
because it doesn’t harbor bacteria. Every weld he makes must be smooth, continu-
ous, free of crevices where microorganisms could hide. The specifications are exact-
ing. The consequences of failure are recalls, contamination, lawsuits.

No robot is taking Marcus’s job anytime soon. Not because robots can’t weld—they
can, and they do, in high-volume automotive plants where the same weld hap-

pens 10,000 times a day. But Pacific FoodPro doesn’t make the same thing twice.
Each system is custom. Each weld is different. Each day, Marcus encounters joints
that don’t quite match the drawings because the customer changed specifications
mid-project, or because the steel supplier sent slightly different gauge material, or
because the upstream fabrication team made an adjustment that engineering hasn’t
documented yet.

Marcus navigates this variability instinctively. A traditional robot would need to be
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reprogrammed. The economics don’t work. Current state-of-the-art Al robotics
technology depends on highly structured environments and has such high cost and
complexity that it is a poor fit for a custom manufacturer like Pacific FoodPro.

PACIFIC FOODPRO: OPPORTUNITY PROFILE
Total Base Wages ($121.5M) Opportunity Breakdown ($36.9M)

Assisted
Uplift
$5.9M (4.9%)

Governance-Safe
Floor

$14.2M (11.7%)
Protected Work Total Opportunity

$84.6M (69.6%) $36.9M (30.4%)

Co-Piloted
Uplift
$16.8M (13.8%)

Figure 4 - Pacific FoodPro Al Opportunity Profile

Co-Piloted Uplift exceeds the Governance-Safe Floor—13.8% versus 11.7%. This
is manufacturing’s signature pattern. The physical work itself is protected by phys-
ical reality constraints in their unstructured environment. But the cognitive work
surrounding it—design, planning, troubleshooting, documentation—benefits enor-
mously from Al co-piloting.

Pacific FoodPro’s engineers don’t need Al to replace Marcus. They need Al to help
them design systems faster, troubleshoot problems more efficiently, and generate
documentation that used to take days or weeks to produce. The factory floor stays
human, but the humans have better data faster to work from. The opportunity lies in
augmenting the engineers and operators who manage those physical systems.

The question for Pacific FoodPro’s leadership: Will they invest in Al fluency for their
engineering and operations teams, or assume that manufacturing is “safe” from Al
and miss the engineering augmentation opportunity entirely?

Based on our analysis of the national labor force and the constructed industry pro-
files, the potential efficiency gain from Al delegation is real and substantial. Where
and how to safely and effectively introduce Al is increasingly clear.
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It is also clear that most managers will likely struggle —not due to lack of effort, but
because the obvious approaches often don’t work, and the correct but counterintui-
tive ones can feel wrong.

Failure Mode 1: Confusing Coordination with Core Work

Knowledge workers spend 57-60% of their time on coordination tasks—email, meet-
ings, status updates, document search / production / management, scheduling.™
This is the low-hanging fruit. Al can meaningfully reduce this overhead without
touching core work tasks at all.

But most managers don’t see it this way. They look at their marketing team and
think “Al can write copy.” They look at their analysts and think “Al can build models.”
They look at their engineers and think “Al can write code.” They go straight for core
work—the visible, valued, identity-defining work that everyone cares most about.

This is backwards. Core work is where governance constraints bind hardest. Verifi-
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cation is more expensive for core work. Consequences matter more. Accountability
is less clear. Going straight for core work means going straight for the hardest prob-
lems in Al adoption.

Meanwhile, coordination work sits there, unglamorous and ignored: the 57% of
everyone’s day that nobody thinks about. The meeting scheduling, the status email
drafting, the document search, the calendar management, the travel booking, the
expense reporting. Work where errors are reversible, verification is affordable, and
nobody’s professional identity is threatened.

Managers who succeed start with coordination. They give people tools to reclaim
the overhead tax before they touch the work people care about.

Failure Mode 2: Training for Fear Instead of Fluency

Most corporate Al training focuses on what not to do: Don’t put confidential data in
ChatGPT. Don't trust Al output without verification. Don’t use Al for decisions that
require human judgment. The result? The workforce splits into two camps.

Some workers, internalizing only the risks, become fearful non-users. They avoid Al
altogether, uncertain about what is safe or valuable. They know the dangers but lack
guidance on practical opportunities—warned about hallucinations but never taught
to spot them, told to verify but never shown how, cautioned about appropriate use
but never given role-specific examples.

Other workers treat the “don’ts” as a checklist for safe experimentation. Confident
that avoiding forbidden actions equals fluency, they dive in—producing a flood of
Al-generated content that is technically correct but contextually off-base. The result
is an explosion of slop: emails that are longer, vaguer, and more generic than hu-
man-written ones; reports that miss the point; presentations that cover all the bases
but make no argument. This output, while well-intentioned, creates new resentment
among the fearful non-users who must now wade through the slop created by less
cautious colleagues.®®

The tension between these groups slows progress. True fluency requires more than
knowing what to avoid; it demands understanding how to use Al thoughtfully, dis-
cerning when it adds value, and recognizing when human judgment is essential.
Without this, organizations risk trading one set of inefficiencies for another.

A 2025 field experiment with 7,000 knowledge workers found that while Al reduced
email processing time by 17%, time spent in meetings remained unchanged. The

efficiency gains were absorbed by “offsetting responses”—organizational expansion
that consumed the freed capacity before it could be captured strategically. *® This is
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the Jevons Paradox applied to management: free up capacity without clear intent,
and it gets consumed by the very expansion it enabled. #

In fact, this can be worse than no Al at all, as content jams up every downstream
process. Reviewers spend more time wading through Al bloat than they saved.
Meeting prep takes longer because the pre-reads are longer. Decision-making slows
because the analysis is thorough but not insightful.

Managers who succeed train for productive Al fluency. They teach people to use Al
well, not just safely. They show what good looks like in specific workflows, measure
output quality—not just volume—and understand that bad Al use is worse than no
Al use.

Failure Mode 3: Chasing Moonshots Before Building
Confidence

The business press is full of Al transformation stories. Massive cost savings. Break-
through capabilities. Competitive moats. Industry transformation. The pressure to
do something big is intense.

This leads managers to attempt high-risk, high-reward use cases first like Al-powered
customer service that handles complex complaints, automated underwriting that
makes lending decisions, or algorithmic hiring that screens candidates. These are
cases where Al could make a big difference—and where failure is most visible, most
consequential, and most likely to generate lawsuits and regulatory scrutiny.

These are exactly the wrong places to start. Some of them are excellent use cases—
eventually. But they require organizational capabilities that don’t exist yet. Verifi-
cation processes that haven’t been designed and built. Governance processes that
haven’t been tested. Cultural confidence that hasn’t been earned.

Managers who succeed start simple. They build verification systems on low-stakes
work. They earn organizational confidence through demonstrated success. They
establish governance processes that can scale. Then—and only then—they move
up the risk curve. By the time they attempt the moonshot use cases, they have the
infrastructure to execute them.

The Minority Who Will Succeed

Analysis of Al high performers reveals what separates winners from the rest.

They have reinvestment intent before they deploy. 80% set growth or innovation
objectives alongside efficiency goals. They know what they’ll do with freed capacity
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before they free it. Without a destination—market expansion, product development,
relationship depth—efficiency gains evaporate into noise. %

They redesign workflows, not just tools. 55% fundamentally redesign workflows
(versus 20% of others). They don’t just add Al to existing processes. They rethink
where the human-Al boundary should be, positioning Al to do what it does well
while humans focus on what they do well. ??

They concentrate investment. They put 20%+ of their digital budget into Al (ver-
sus 7% of others). They’re not dabbling. They’re committing. And that commitment
funds the verification architecture, training infrastructure, and governance systems
that make deployment sustainable. 3

They understand the difference between exposure and deployment. Our analysis

found 92% of U.S. wage mass has technical Al exposure—but only 15.7% is immedi-

ately safe to delegate. High performers don’t confuse the ceiling with the floor. They
start with what’s safe, build capability, and expand systematically.

The total national Al deployment opportunity is approximately $3.24 trillion. Most of
it will be captured by a minority of organizations led by managers who understand
these dynamics. The rest will announce Al initiatives, generate press releases, and
wonder why nothing changed.

Beyond Efficiency: The Field-Reshaping Horizon

This paper focuses on operational reality—what can be safely deployed under
current governance constraints. But efficiency gains aren’t the ultimate prize. The
ultimate prize is field reshaping: using Al to change the rules of competition itself, a
concept platform strategist Sangeet Paul Choudary introduced in his book Reshuffle:
Who wins when Al restacks the knowledge economy.*

Choudary convincingly argues that the biggest opportunity isn’t optimizing existing
workflows—it’s recognizing how Al changes coordination mechanisms and control
points across entire industries. Companies like Uber Freight restructure trucking by
algorithmically controlling pricing, routing, and load assignments. They don’t just
compete better; they reshape the competitive landscape so others must adapt to
rules they’ve established.

Unfortunately, most organizations aren’t yet equipped to reshape their industries
through Al. They lack the Al fluency, operating leverage, and organizational con-

fidence to make such transformational bets. But that doesn’t mean they should
ignore the field-reshaping horizon.
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The path to field-reshaping runs through operational fluency. Efficiency gains from
the governance-safe floor today fund more ambitious transformation tomorrow.
Experience with delegation boundaries, verification systems, and human-Al collab-
oration builds the intuition that field reshaping requires. Firms don’t become a field
reshaper by announcing a transformation initiative. They become one by building
the operational capability that makes transformation executable.

Leaders who capture the governance-safe opportunity while keeping field-reshaping
possibilities in view will be positioned to act when their fluency and resources allow.
Those who treat efficiency as the end goal will optimize their way to irrelevance.

The Employment Arc: Distillation Creates Jobs

We assert that the default narrative—Al eliminates jobs—misreads the historical
pattern. Automation has historically enabled economic expansion that leads to net-
new job creation.

ATMs didn’t reduce teller employment. They reduced branch operating costs, en-
abling banks to open more branches, which employed more tellers doing different
work.? Spreadsheets didn’t eliminate accountants. They enabled more sophisticated
analysis, creating demand for more accountants doing higher-value work. The pat-
tern repeats: automation of routine tasks enables expansion that creates net new
employment.

Early evidence suggests Al follows the same pattern. Organizations with a growth
mindset are positioned to use freed capacity to fund expansion, which often leads to
creation of new, higher-value jobs. With careful planning and execution, these new
jobs can be more human than what Al displaced—relying on judgment, relation-
ships, creativity, accountability that only humans can provide. These aren’t consola-
tion jobs. They’re better jobs.

This doesn’t happen automatically. Organizations that treat Al as a cost-cutting
tool will cut costs—and headcount. But organizations with growth intent use freed
capacity to fund expansion: new markets, new products, deeper customer rela-
tionships. Expansion requires people. More people, doing more human work, than
before.

The job creation won’t be evenly distributed. It will concentrate in organizations led
by managers who understand that efficiency is fuel for growth, not an end in itself.
The policy question isn’t how to slow Al adoption to preserve existing jobs. It’s how
to accelerate the transition from distillation to growth so that new jobs emerge fast-
er than old tasks evaporate.
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The Opportunity to Make Work More Human

Here’s a truth that the efficiency conversation obscures: many modern jobs are
collections of tasks that ended up with humans not because humans find them
meaningful or are particularly good at them, but because they couldn’t be automat-
ed by the machines of the industrial and digital eras. They ended up with humans by
default.

Consider TSA x-ray operators, rotated every 20 minutes because humans can’t
sustain the machine-like attention the task requires. Consider data entry clerks, call
center agents reading scripts, workers monitoring dashboards for anomalies. These
jobs don’t play to human strengths—judgment, empathy, creativity, meaning-mak-
ing. They play to human weaknesses, and we build elaborate structures to compen-
sate for our limitations.

We believe Al creates an opportunity to change this. As high delegation potential
tasks migrate to machines, what remains with humans could be deliberately de-

signed around human strengths. Not the leftover work that Al can’t do, but work
that humans are uniquely suited to do well—and that they find genuinely
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meaningful.

This won’t happen automatically. Left to inertia, organizations will simply assign
humans whatever tasks Al can’t handle, recreating the same accidental job design
that produced dehumanizing work in the first place. But with intention, leaders can
use this moment to redesign work around human flourishing: roles built on judg-
ment, relationships, creativity, and accountability rather than sustained attention,
error-free repetition, and compliance with procedures.

The default narrative frames Al as a threat to human dignity—automation as alien-
ation, efficiency as displacement. But the role distillation we document herein points
toward a different possibility: work that is more human, not less. Roles that play to
our irreducible strengths rather than compensating for our limitations. Jobs worth
doing, not just jobs that remain.

This is the choice that Al refactoring of work presents: whether to put in the extra
effort to make work more human or simply reshuffle which dehumanizing tasks hu-
mans perform. The technology doesn’t decide. We do.
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For State Economic Development Officials

Workforce composition determines exposure. States with heavy manufacturing and
healthcare concentrations have large “protected cores” —physical work, non-delega-
ble clinical authority. These jobs aren’t disappearing; they’re distilling.

Prepare workers for role distillation. Policy should fund programs that prepare
workers for transformed roles—medical coders becoming physician coaches, pro-
cessors becoming advisors, operators becoming system managers. Workers aren’t
moving from employment to unemployment—they’re moving from one version of a
role to another.

Condition incentives on growth, not just efficiency. Economic development credits
should be conditional on reinvestment plans, not just efficiency gains. Align incen-
tives with growth initiatives, and Al adoption creates competitive advantage. Align
them only with cost reduction, and you’ve subsidized headcount elimination without
economic benefit. The historical pattern—automation enabling growth that creates
net new employment—only holds when organizations reinvest freed capacity rather
than pocket it.

Track job creation, not just job preservation. The policy conversation focuses on
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jobs at risk. It should also track jobs being created—and whether those new roles
play to human strengths or simply assign humans whatever Al can’t do. We believe
states that attract employers committed to human-centered job design will build
more resilient, higher-quality workforces than those that compete only on cost.

Identify field-reshaping opportunities. Some industries are ripe for Al-enabled
coordination changes that could create regional competitive advantage. States with
strong logistics infrastructure might attract companies reshaping supply chain coor-
dination. States with healthcare concentrations might become hubs for Al-assisted
clinical workflow innovation. The question isn’t just which jobs are protected—it’s
which transformations your state is positioned to lead.

State-specific Al delegation analysis—examining local workforce composition against
the four constraints—can reveal which sectors face pressure, which are structurally
protected, and where transformation opportunity concentrates.

For State Insurance Regulators

Insurers are making governance a prerequisite for coverage. To access affirmative

Al insurance, organizations increasingly must deploy specific governance platforms
providing real-time monitoring to underwriters. Insurers are effectively privatizing Al
regulation—converting abstract principles of “responsible Al” into technical require-
ments for insurability.

This creates both opportunity and risk.

Clarify what’s insurable. Automated and Verified work—purely digital, low-con-
sequence, or human-verified—fits within existing liability frameworks. Removing
ambiguity accelerates safe adoption.

Define governance requirements for lower-delegation potential work. Establish
what “active engagement” (Co-Piloted) and “assisted preparation” (Assisted) mean
for liability. If a physician uses Al for differential diagnosis, clarify that liability re-
mains with the physician, provided Al was used as a tool, not a decision-maker.

Set explicit requirements for Human-Only contexts. The bar should be high for au-
tonomous systems in unstructured human environments. Define testing, geofencing,
and insurance thresholds required for deployment.

Account for compliance costs. EU Al Act compliance costs approximately €29,000
annually per high-risk Al system, with certification adding €17,000-23,000.?° Gover-
nance isn’t free. Premiums and reasonable-care standards should reflect this reality.
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Mandate Al governance training. Require that licensed professionals—physicians,
engineers, brokers—maintain continuing education on Al failure modes and verifica-
tion accountability. You cannot govern what you do not understand.

About This Research

Building from the BLS ONET task and occupation database, we developed an ex-
panded and enriched task-level database covering 18,898 tasks that define 848 jobs
held by approximately 148 million U.S. workers. We sorted tasks by their centrality
to the role and systematically assigned delegation categories.

The assessment protocol used a multi-model LLM council (Gemini, ChatGPT, Claude,
Llama) to control for single-model bias, achieving Fleiss’ Kappa 0.81 (Al system
classification) and Cronbach’s Alpha 0.88 (delegation potential scoring)—meeting or
exceeding standard thresholds for social science measurement instruments.?’

We then used BLS OEW data to calculate the share of wages that corresponds to
each task. This process yielded a task level estimate of Al delegable wage mass
based on realistic governance constraints.

National numbers represent typical organizations, not best-in-class. Co-Piloted and
Assisted layers are reported as scenario ranges because actual results depend on
governance maturity and risk tolerance.

The methodology scales from firm-level Al delegation opportunity mapping to
state-level economic analysis to national labor market modeling. We applied it to
U.S. data; the approach extends to any economy where occupational task data is
available.

We welcome collaboration with partners committed to joint research and imple-
mentation. Our enriched ONET database—848 occupations and 18,898 tasks com-
bined with BLS OEW data—along with complete technical methodology, is available

to engaged partners. Send inquiries to research@seampoint.com.

Suggested Citation: Seampoint LLC. (2026). The Distillation of Work: Where Al Op-
portunity Concentrates and How Leaders Capture It.

This research was conducted independently and funded by Seampoint. The Seam-
point management team has no concentrated financial interest in any Al vendor or
any firm mentioned in this report.
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About Seampoint

Seampoint is a research and advisory firm built on the insight that value concen-
trates at the seam points—the critical boundaries where human authority meets Al

capability. Properly designed seams help firms gain maximum Al advantage while
appropriately managing risk.

We help firms build lasting advantage by identifying where Al delegation is appro-
priate, suggesting proven design patterns for utilizing specific Al technologies, de-
signing governance protocols for safe delegation, and building the workforce fluency
required to achieve breakthrough performance on both sides of the seam.

seampoint.com
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