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ABSTRACT

This dissertation explores the nucleation, evolution, and growth dynamics of silica
nanosprings and the utilization of silica nanosprings as an insulating support to characterize
the morphology, electrical transport, and optoelectronic properties of two-dimensional
nanocoatings. The primary results of this research are threefold. First, we identify the
mechanisms of initial formation and growth dynamics of silica nanosprings. Second, we
coat the surface of silica nanosprings with a novel conductive carbon to create a core—shell
structure and definitively identify that the conductive carbon is a nanocrystalline graphitic
layer consisting of an agglomeration of carbon nanospheres formed by the accretion of
graphitic flakes. Third, we observe the photoconductive behavior of a single ZnO-coated
silica nanospring, present models to explain the photoconduction and recombination
mechanisms responsible for the observed sub-bandgap photocurrent rise and decay behavior,
and present a phenomenological model to describe the characteristics of the saturation
photocurrent dependence on excitation intensity.

A single silica nanospring is composed of multiple individual amorphous silica
nanowires bound together via a common catalyst to form a larger, well-defined helical
structure with a wire diameter of ~70-500 nm, an outer diameter of ~200-1000 nm, and
lengths on the order of hundreds of microns. Until now, the initial phases of formation and
growth dynamics of this type of silica nanospring had not been explored. We find that the
low-temperature growth conditions facilitate the formation of an asymmetrically-shaped
gold catalyst. A row of silica nanowires is formed in an energetically favorable process
beneath the gold catalyst. The varying growth rates of the individual nanowires produce an
asymmetry in the interfacial surface tension and a corresponding variable work of adhesion
along the outer boundary of the catalyst-nanowires interface. The variable work of adhesion
provides the asymmetry necessary for the catalyst’s helical precession, which subsequently
produces the silica nanospring’s helical morphology.

The surface of silica nanosprings can be coated with an assortment of conducting and
semiconducting materials to create a multifunctional nanomaterial that can be utilized in a
wide variety of applications. One of these conducting materials, referred to as graphite from

the University of Idaho thermolyzed asphalt reaction (GUITAR), has been coated onto silica
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nanosprings, and its structural and electrical properties have been investigated. Using a silica
nanospring as a platform for GUITAR has allowed, for the first time, transmission electron
microscopy images of a GUITAR coating that fully reveal its morphology. Images of a
GUITAR coating obtained from scanning electron microscopy, transmission electron
microscopy, and atomic force microscopy, together indicate that a GUITAR coating on a
silica nanospring is a ~100 nm thick layer composed of an agglomeration of carbon
hemispheres ~50—100 nm in diameter formed by the accretion of graphitic flakes ~1-5 nm
in diameter. A Raman spectroscopic analysis of GUITAR and the measurements of the
electrical resistivity and temperature coefficient of resistivity of 11 single GUITAR-coated
silica nanospring electrical devices indicate that GUITAR is a form of nanocrystalline
graphite.

Polycrystalline ZnO was coated onto silica nanosprings using atomic layer deposition,
and an electrical device consisting of a single ZnO-coated silica nanospring was fabricated
and used to investigate the optoelectronic properties of the ZnO layer using near-ultraviolet
(405 nm) and sub-bandgap (532 and 633 nm) excitation. The photocurrent responses of all
three excitation sources display a typical two-step fast and slow rise and decay response.
Physical models are presented and propose that the photocurrent rise and decay
characteristics depend on the excitation energy and the trapping of electrons and holes in
intermediate defect levels within the bandgap. A phenomenological model is presented to
explain the breaks in the slopes of the saturation photocurrent versus excitation intensity
profile for each excitation source. We find that these slopes are a function of the transition
probabilities of defect states, the number of carriers available to populate the conduction

(valence) band, and the rate at which electrons and holes recombine.
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CHAPTER 1

Introduction



1.1 Introduction to Nanoscience, Nanotechnology, and Nanomaterials

Nanoscience seeks to understand the novel physical properties of materials that emerge
when one or more of their dimensions are reduced to a critical nanoscale size in the range of
~1 to 100 nm. Shrinking a material down to this nanoscale size produces an enhanced
surface-area-to-volume ratio and reveals peculiar quantum phenomena, affecting strength,
magnetic, optical, electrical, and optoelectronic material properties. The discoveries of these
unique material properties exclusive to the nanoscale regime have accelerated the
advancement of science and technologies in the physical, chemical, and biological sciences
[1].

The evolving applications of nanoscience are grouped into a field referred to as
nanotechnology, a term coined by Norio Taniguchi in 1974 that was used to describe the
control of semiconductor processes on the order of nanometers [2]. Nanotechnology is a
broad field encompassing a wide range of disciplines that focus on the application,
manipulation, characterization, and production of materials at the nanoscale range, where
material properties differ from those of their bulk constituents.

Despite the recent developments in nanoscience and nanotechnology, the concept of
nanotechnology is not new. The earliest inquiry into possible technological applications of
the nanoscale realm is commonly attributed to Dr. Richard P. Feynman’s 1959 science
lecture entitled “There’s Plenty of Room at the Bottom: An Invitation to Enter a New Field
of Physics” [3]. In this lecture, Feynman contemplated writing the Encyclopedia Britannica
on the head of a pin, the miniaturization of the computer, miniaturization by evaporation,
and the manipulation and rearrangement of individual atoms and molecules [3]. Sixty years
later, nearly all the concepts presented in Feynman’s lecture are actively being investigated
by various nanoscience and nanotechnology researchers. Notable nanotechnological ideas
proposed by Feynman that have since come to light include the manipulation and
positioning of individual atoms via scanning tunneling microscopy [4, 5]; the
miniaturization of the computer via the reduction of transistor gate dimensions from 10 pm
in the 1970s [6] to 2.5 nm in 2018 [7]; and the manipulation of individual molecules via
dip-pen nanolithography, a nanofabrication process that utilizes a scanning probe

microscopy technique to create high-resolution molecular patterns [8].



Many nanomaterials have been revealed since the early discoveries of fullerenes in 1985
[9] and carbon nanotubes in 1991 [10]. Consequently, nanomaterials have been categorized
according to shape and dimensionality. Some examples of nanomaterial shapes include
nanoparticles, nanospheres, quantum dots, nanotubes, nanowires, nanocoils, nanosprings,
and nanosheets. Nanomaterials are also classified according to their dimensionality, where
the dimensionality is defined by the number of dimensions that are outside the nanoscale
range (~1-100 nm) [11]. For example, zero-dimensional (0D) nanomaterials have no
dimensions greater than 100 nm, the most common of which are nanoparticles, nanospheres,
and quantum dots. One-dimensional (1D) nanomaterials have one dimension greater than
100 nm and include nanotubes, nanorods, and nanowires. Two-dimensional (2D)
nanomaterials have two dimensions greater than 100 nm and include nanosheets and
nano-thin films. Three-dimensional (3D) nanomaterials have three dimensions greater than
100 nm and include bundles of nanowires or nanotubes, bulk powders, and dispersions of
nanoparticles. A nanostructure that is particularly important to this dissertation is the silica
nanospring (SNS), which is composed of multiple silica nanowires that are bound together
to form a larger, well-defined helical structure. Figure 1.1 shows a variety of nanomaterial

shapes classified by their dimensionality.
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Figure 1.1 A variety of nanomaterial shapes classified by dimensionality. Scale bars are
shown below each respective nanomaterial. (a) Gold nanoparticle. (b) Buckminsterfullerene.
(¢) Carbon nanotube. (d) Nanowire. (e) Graphene. (f) Molybdenum disulfide monolayer. (g)
SNS. (h) Dispersion of gold nanoparticles.



At the forefront of nanotechnology research are carbon-based materials. These include:
graphene, a 2D sheet of sp? hybridized carbon atoms; carbon nanotubes, 1D hollow
cylinders comprised of rolled-up sheets of graphene; and other allotropes of carbon such as
nanocrystalline graphite and amorphous carbon. Carbon nanotubes and graphene exhibit
ultrahigh mobility [12, 13], excellent thermal conductivity [14, 15], superior mechanical
strength [16, 17], and ultrahigh surface area [18, 19], which make them highly attractive
candidates for applications in solar energy conversion [20, 21], photodetection [22, 23],
biological sensing [24, 25], desalination [26, 27], wearable electronics [28, 29], and energy
storage [30-33].

Nanocrystalline graphite and amorphous carbon are other interesting allotropes of
carbon that are used in and are promising candidates for a broad range of applications due to
their unique material properties and diverse nanostructured morphologies. Nanocrystalline
graphite and amorphous carbon lack a crystalline structure and are comprised of random
arrangements of sp? hybridized carbon layers with a fraction of sp* hybridized carbon. The
sp?:sp’ fraction can be used to determine the amount of disorder in the material and
distinguish nanocrystalline graphite from amorphous carbon [34]. Nanocrystalline graphite
and amorphous carbon form several types of nanomaterials including nanofibers,
nanoparticles, nano-foams, and nano-thin films [35], and can be combined with other
nanomaterials to form nanocomposites [35]. They are also easy to synthesize, cost-effective,
and have a high specific surface area in the form of nanoparticles, nano-foam [35], and when
coated as a nano-thin film on the surface of nanowires and SNSs. These characteristics make
nanocrystalline graphite and amorphous carbon excellent candidates for applications in
antireflective coatings [36], temperature and chemical sensors [37], electron field emission
cathodes [38], ultracapacitors [39], fuel cells [40], batteries [41, 42], and biological sensors
[43].

A new type of nanocrystalline graphite dubbed graphite from the University of Idaho
thermolyzed asphalt reaction (GUITAR) has recently become of interest due to its unique
electrochemical properties [43—46]. Despite having morphologic and spectroscopic
characteristics similar to graphite when coated as a thin-film on a flat substrate [47],
GUITAR displays superior heterogeneous electron transfer kinetics at its basal plane when

compared to graphites, graphene, and other carbon allotropes [44, 48]. GUITAR also



exhibits greater corrosion resistance compared to other graphitic materials [44—46].
Additionally, GUITAR is cost-effective, easily synthesized via the pyrolysis of roofing tar
[47, 49] or a chemical vapor deposition process with a vegetable oil precursor [46], and can
be coated on a variety of flat substrates and on the surface of SNSs [47, 49]. These
characteristics make GUITAR an exceptional candidate for applications in biological
sensing [43], energy storage and conversion [39-42, 46, 50], and water purification [48].
Zinc oxide (ZnO) is another multifunctional material on the forefront of nanoscience and
nanotechnology research owing to its unique material properties and diverse nanostructured
morphologies. ZnO is an n-type semiconductor with a direct wide 3.37 eV bandgap and
large 60 meV exciton binding energy at room temperature. ZnO displays piezoelectric [51]
and pyroelectric [52] properties, has a high electron mobility [53], is easily synthesized [54],
and is chemically stable [55], non-toxic, and cost-effective. ZnO forms a variety of
nanostructures, including nanowires, nanosprings, nanobelts, nanoparticles, and can be
coated as a nano-thin film on the surface of SNSs [56-59]. The direct wide bandgap and
large exciton binding energy make ZnO an excellent candidate for applications in ultraviolet
(UV) photodetection [60—64] and light-emitting diodes [65, 66]. Photodetection responses in
the visible light region have been observed in polycrystalline ZnO [56, 67] and surface
functionalized ZnO nanowires [68, 69], which make ZnO an attractive material for solar
energy conversion applications [53, 70]. ZnO is also commonly configured as a field-effect
transistor and utilized in biological sensing [71, 72] and UV photodetection [73, 74]
applications. Additionally, the adsorption of atmospheric oxygen on the surface of ZnO

creates a surface reactive layer that is utilized in gas sensing applications [57-59, 75, 76].

1.2 Composite and Core—Shell Nanomaterials

Composite nanomaterials, or nanocomposites, are formed by combining two or more
materials with distinct differences in material properties and structure to create new types of
nanomaterials and architectures with enhanced physical properties that are not observed in
their constituents independently [77, 78]. At least one constituent in a nanocomposite must
have at least one dimension in the nanoscale range. The many possible combinations of
materials and the ability to tune a material to suit a specific application make

nanocomposites promising candidates for a broad range of applications [78]. For example,



ZnO nanowire photodetectors can be tuned to the visible spectrum by surface
functionalization with carbon nanodots [69] and gold nanoparticles [68], and used in solar
energy conversion applications. SNSs have been coated with metal nanoparticles and shown
to be effective Fischer—Tropsch catalysts [79] and to increase the hydrogen storage capacity
of SNS mats [80]. The surface of SNSs have also been functionalized with various materials
and used to immobilize enzymes in microreactors [81] and as biological sensing devices
[82].

Core—shell nanomaterials are a subclass of nanocomposites consisting of an inner (core)
material and an outer (shell) layer forming a core—shell structure. The core material can be
covered partially or fully by the shell layer as long as the two layers are distinguishable [83].
SNSs are often utilized as the core in a core—shell nanostructure by coating the outer surface
of the SNS with one or more materials to create a multifunctional nanomaterial with a high
surface-area-to-volume ratio. SNS core—shell nanostructures have been used in and are
promising candidates for a diverse range of applications. For example, polycrystalline
ZnO-coated SNSs have been used as chemical sensors [57-59, 75, 76] and photodetectors
[56, 67]. Metal-oxide/metal multilayer-coated SNSs have been shown to improve the
structural connection between orthopedic materials and bone [84]. Platinum-coated SNSs
have potential uses in catalytic combustion applications [85]. SNSs have also been coated
with GUITAR to create a nanocomposite that is a promising candidate for energy storage
and conversion [41, 46, 50] and biological sensing [43] applications.

In this dissertation, core—shell structures were created by coating nano-thin film outer
shell layers of GUITAR and polycrystalline ZnO on a SNS core. These core—shell structures
were created as a preliminary step to investigate the electrical properties and morphology of
GUITAR, and the electrical and optoelectronic properties of polycrystalline ZnO. Details of
the GUITAR and polycrystalline ZnO deposition methods are described in chapters 3 and 4,
respectively. A model of a SNS core—shell structure and scanning electron microscope and
transmission electron microscope images of GUITAR-coated and ZnO-coated SNS core—
shell structures are shown in Figure 1.2. Utilizing the SNS as a platform for a GUITAR
nano-thin film has fully revealed GUITAR’s morphology via detailed transmission electron
microscope images of a GUITAR coating on a SNS. These images, in conjunction with

SEM and atomic force microscopy images, aided in the identification of GUITAR’s



morphology and the classification of GUITAR as a form of nanocrystalline graphite [49].

GUITAR Shell Layer

Silica Nanospring Core

50 nm

Figure 1.2 (a) A 3D model of a SNS used as a core—shell structure. The right-hand image
shows a cross-sectional view of a GUITAR coating on a SNS. (b) Scanning electron
microscope and transmission electron microscope images of a GUITAR coating on a SNS.
The far right transmission electron microscope image shows an individual carbon
hemisphere in the GUITAR coating. (¢) Scanning electron microscope images of a
ZnO-coated SNS.

1.3 Nanomaterials Characterization

The structural, compositional, electronic, and optoelectronic characterization of
nanomaterials requires a broad range of characterization techniques and tools to probe their

unique material properties. This dissertation utilizes various characterization techniques and



tools to investigate the initial stages of formation and growth dynamics of SNSs, the
electrical, morphological, and structural properties of GUITAR, and the electrical, structural,
and optoelectronic properties of polycrystalline ZnO. This section presents brief
introductions to the characterization techniques and tools that were used to investigate the
initial stages of formation and growth dynamics of SNSs, and the morphology and structure
of GUITAR and polycrystalline ZnO. The characterization techniques and motivations for
studying the electrical properties of GUITAR and the optoelectronic properties of
polycrystalline ZnO are discussed in sections 1.4 and 1.5. The nanomaterials
characterization techniques highlighted in this section are not a complete list or
comprehensive review of the characterization techniques and tools currently used in the
fields of nanoscience and nanotechnology. If the reader would like an in-depth review of
common nanomaterials characterization techniques, we refer them to the following literature

reviews: Kalantar-zadeh and Fry [86], Kumar et al. [87], and Salame et al. [88].

1.3.1 Electron Microscopy

Electron microscopy uses an electron—matter interaction to probe the surface topography,
morphology, crystallographic structure, and chemical composition of materials. The general
principle of operation involves focusing an energetic beam of electrons on a sample. The
resulting electron—matter interactions are recorded by an array of detectors, which are then
processed via computer software to create an image of the sample or give other analytical
information. Electron microscopy instruments are perhaps the most utilized characterization
tools in nanoscience and nanotechnology due to their nanoscale resolution, large depth of
field, ability to characterize organic and inorganic materials, and ability to characterize
morphological, topographical, and analytical information. Two electron microscopy
techniques have been utilized in this dissertation; scanning electron microscopy (SEM) and
transmission electron microscopy (TEM).

SEM 1is a versatile and valuable tool for investigating the surface topography,
morphology, and chemical composition of materials. The resolution of a scanning electron
microscope is ~1 nm [87] and can vary depending on a number of factors, including the
composition of the sample, and the energy and size of the beam [87, 89]. SEM’s depth of

field, the distance above and below the plane of focus, is about 300 times greater than an



optical microscope, corresponding to a depth of field of ~10 um at 10,000x magnification
[88]. Compared to other microscopy techniques, the advantages of SEM include a wide
range of adjustable magnification, a large depth of field, an adjustable tilting state that
allows imaging of the sample from a wide range of angles, and an ability to collect
additional analytical data. A schematic diagram of a scanning electron microscope is shown
in Figure 1.3(a). The electron source at the top of the column emits energetic (primary)
electrons that are focused and raster scanned on the sample via a set of lenses. Primary
electrons interact with the sample and produce secondary electrons, backscattered electrons,
and characteristic x-rays. Multiple detectors collect the signals produced from these
interactions and the signals are analyzed with computer software. Secondary electrons are
primarily used to create an image of the sample, while characteristic x-rays are used to

analyze the sample’s chemical composition.
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Figure 1.3 Schematic diagrams of a (a) scanning electron microscope and a (b) transmission
electron microscope.
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The components of a transmission electron microscope, e.g., the electron source and
lenses, are similar to a scanning electron microscope. However, the required sample
thickness, the sample’s position in the column, and how signals are collected are quite
different. Figure 1.3(b) shows a schematic diagram of a transmission electron microscope.
An energetic beam of electrons at the top of the column is focused and transmitted through a
~50 to 100 nm thick [88] sample. The electrons from the beam interact with the electrons in
the sample and are transformed into unscattered, elastically scattered, or inelastically
scattered electrons, yielding x-rays, auger electrons, and light [88, 90]. These transmitted
electrons are then focused using a set of lenses to produce a shadow image of the sample or
an electron diffraction pattern. TEM has much greater spatial resolution than SEM,
resolving objects separated by less than 0.2 nm [88] and providing images of atomic lattice
structures [86, 91]. TEM drawbacks include the required thickness of the sample to facilitate
the transmission of electrons and possible damage to the sample during preparation and data
collection [88].

SEM and TEM have been utilized extensively in this dissertation. In chapter 2, we use a
combination of SEM and TEM to investigate the initial stages of formation of the gold
catalyst and SNS growth. In chapter 3, we use SEM and TEM to examine the morphology of
a GUITAR coating on a SNS and the single GUITAR-coated SNS electrical devices used in
the experiments. Detailed TEM images of a GUITAR-coated SNS fully revealed the
morphology of an individual carbon hemisphere in a GUITAR coating, which aided in
identifying the structure and formation of a GUITAR coating on a SNS [49]. In chapter 4,
we use SEM to examine the surface morphology of polycrystalline ZnO and the single

polycrystalline ZnO-coated SNS electrical device used in the experiments.

1.3.2  Atomic Force Microscopy

In 1982, Binnig and Rohrer invented the scanning tunneling microscope and showed that the
instrument could probe surface topography with atomic-scale resolution [92]. This
revolutionary discovery earned Binnig and Rohrer the 1986 Nobel Prize in Physics and
spawned a vast array of scanning tunneling microscopy (STM) related techniques now
referred to as scanning probe microscopy (SPM). SPM techniques characterize surface

topography and other surface properties on the atomic scale. Four years after the invention
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of the STM, Binnig, Quate, and Gerber invented another revolutionary SPM technique
called atomic force microscopy (AFM) [93]. Unlike STM, AFM does not require a
conductive sample and can probe the surface topography of a variety of materials.

Figure 1.4 shows a schematic diagram of the working principles of AFM and a 3D AFM
image of a GUITAR coating on a silicon substrate. A small probe tip at the end of a
microscale cantilever is oscillated close to the sample with a piezoelectric shaker, and the
sample is raster scanned with a piezoelectric stage. When the probe tip is brought within a
few nanometers of the surface, the resulting attractive and repulsive forces between the
probe tip and the atoms on the surface of the sample cause the cantilever to deflect. A laser
is reflected off the top of the cantilever tip and focused onto a photodetector to measure the
cantilever’s vertical and horizontal deflections as a function of position. A feedback
mechanism monitors the probe tip position on the photodetector and the corresponding
force, maintaining a constant amplitude of oscillation. Computer software then generates a
3D image of the surface topography with atomic-scale vertical resolution [94]. In chapter 3
and in an investigation of the electrochemical properties of GUITAR [44], we use AFM to
probe the surface topography of a GUITAR coating on a flat substrate. In other work not
included in this dissertation, AFM is utilized to probe the surface topography of a MgZnO
film [95].

a Photoldetector b
| \ Laser —-
| Feedback \. I N
Loop I I 4
Piezo-Shaker 2
0E
2
Cantilever
4

Piezoelectric Stage

Figure 1.4 (a) A schematic diagram showing the working principles of AFM. (b) 3D AFM
image showing the surface topography of a GUITAR coating on a silicon substrate.
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1.3.3  Raman Spectroscopy

Raman spectroscopy is an inelastic light scattering characterization technique that provides
qualitative and quantitative information about the composition of materials [96, 97]. When
light with a known wavelength is irradiated on a material, an exchange of energy occurs
between some of the incident photons and the molecules in the material. The resulting
inelastically (Raman) scattered photons will have a higher or lower energy compared to the
incident photons depending on the molecule’s initial energy state. A Raman spectrum is
constructed by plotting the shifts in frequencies of the incident and scattered photons. The
shift in frequency, or analogously, the difference in the incident and scattered photon
energies corresponds to the molecule’s rotational and vibrational energy (phonon modes).
These phonon modes are quantized and correspond to the specific molecular structure of the
material. A Raman spectral analysis can therefore be used to identify the chemical
composition of a material. A Raman spectral analysis of GUITAR was performed in
chapter 3 to investigate the chemical structure of GUITAR. These results indicated that

GUITAR is characteristic of nanocrystalline graphite with a low sp® content.

1.3.4 X-ray Diffraction

X-ray diffraction (XRD) is a non-destructive characterization technique that is used to
identify and quantify crystalline structures in solid crystalline materials and powders [98].
When a monochromatic x-ray source is irradiated onto a crystalline material, constructive
interference will occur when the scattered x-rays satisfy Bragg’s Law, i.e., for a specific
incident wavelength, crystal lattice spacing, and angle of incidence [86, 98]. Accordingly,
different crystal lattice spacings will constructively interfere at specific angles. An XRD
pattern is obtained by plotting the diffracted intensities as a function of the detector angle,
20, where each diffraction peak corresponds to the spacing of a crystal plane. Therefore, the
XRD pattern gives information regarding the crystalline phases of the material, which can
be identified by comparing to reference XRD patterns in databases such as the International
Centre for Diffraction Data. In powder XRD, the sample ideally contains many randomly
oriented crystallites to ensure that a statistically relevant number of crystalline grains are

sampled. Powder XRD was utilized in chapter 4 to investigate the structure of
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polycrystalline ZnO. The powder XRD pattern indicated that the polycrystalline ZnO used

in the study had a hexagonal Wurtzite structure.

1.4 Nanoelectronics

The integration of nanomaterials into electronic devices is an area of intensive research due
to the unique electronic and optoelectronic properties of nanomaterials and possible new
functions available with nanomaterials and nanoelectronic device architectures. Typically,
nanoelectronic devices are manufactured using a bottom-up approach, where device
structures are synthesized via the self-assembly of atoms and molecules [99], offering
precise control over device elements with near-atomic-scale-precision [100]. In contrast, a
top-down approach starts with a bulk material that is patterned via chemical or mechanical
processes [99]. The precision of the bottom-up approach is highly advantageous compared
to a top-down approach, especially in the semiconductor industry, which is facing
considerable challenges as device features are reduced to the sub-20 nm regime [101]. In
this respect, nanoelectronic devices play an essential role in the continued scaling of
conventional complementary metal-oxide semiconductor (CMOS) technology.

Nanoelectronic devices consisting of nanowire components are attractive because of the
nanowire’s atomically smooth surface, which offers ultrahigh precision of device
components, exceeding the limit of conventional lithography [100]. Considerable progress
has been made demonstrating the precise and controlled assembly of nanowire device
components [102—-105] and excellent synthetic control of semiconductor nanowires with
tunable electronic properties, size, and composition [102, 103]. Nanowires can also function
as both device components and interconnects in nanoelectronic devices, and can be
synthesized as homogeneous semiconductors and heterostructures [102, 103, 106]. These
attributes make nanowire-based electronic devices an attractive alternative to electronic
devices manufactured with top-down approaches and offer a diverse range of possible
device architectures and functions.

The active region in nanowire-based device architectures generally consists of nanowire
arrays or a single nanowire. The exquisite demonstrated controlled assembly of nanowire
components using a bottom-up approach in ordered nanowire arrays opens the door to future

potential applications with highly functional integrated circuits [102, 104, 105], which will
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be essential for the continued scaling of CMOS technology. Arrays of nanowires also
exhibit an ultrahigh surface-area-to-volume ratio, which is attractive for sensing applications
and has been shown to improve sensitivity and detectability in UV photodetectors [107].
Nanoelectronic devices with arrays of nanowires are also utilized in flexible electronics
[108], gas sensing [109], biological sensing [110], and photodetection [111] applications. On
the other hand, single nanowire electronic devices allow the direct observation of
fundamental material properties, which are necessary to understand complicated
nanoelectronic device architectures with nanowire arrays. For example, the origins of charge
noise in single carbon nanotube field-effect transistors have been probed to understand
sources of background noise and improve detection limits in carbon nanotube biological
sensing applications [25]. A unique platform consisting of single nanowire electrodes has
been studied to gain insight into the mechanism of battery capacity fading [112], a critical
issue in the performance of lithium-ion batteries. Extensive research on single nanowire
photovoltaics has been performed to understand the properties and potential applications of
semiconductor nanowire-based photovoltaic devices [113]. Lastly, a single ZnO-coated SNS
electrical device was utilized as a chemical sensor to investigate the sensor’s responsivity
and detectivity compared to a ZnO thin-film [58]. The experimental and numerical
simulation results showed that a ZnO-coated cylindrical nanostructure exhibits lower
detection limits than a ZnO thin-film—an important discovery for improving the sensitivity
of a chemical sensor.

The work presented in this dissertation uses a unique approach to investigate the
electrical properties of GUITAR, and the electrical and optoelectronic properties of
polycrystalline ZnO by integrating single GUITAR-coated SNS and single ZnO-coated SNS
core—shell structures into electronic devices to directly observe the electrical and
optoelectronic properties of these two materials. Figure 1.5 shows a 3D representation of a
single core—shell SNS electrical device and false-color SEM images of single
GUITAR-coated SNS and single ZnO-coated SNS electrical devices. In chapter 3, we
directly observe GUITAR’s electrical characteristics using single GUITAR-coated SNS
electrical devices. This electrical analysis showed that GUITAR has a similar resistivity and
negative temperature dependence of resistivity compared to other allotropes of carbon,

indicating that it is a graphitic semimetal [49]. The electrical analysis complemented other
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structural and morphologic characterizations of GUITAR, which together suggest that
GUITAR is a form of nanocrystalline graphite [49]. In chapter 4, we use a single
polycrystalline ZnO-coated SNS device to investigate and directly observe the electronic
and optoelectronic properties of polycrystalline ZnO, which reveals important information
regarding the electronic and photoconductive properties of polycrystalline ZnO [56].
Understanding the fundamental material properties of GUITAR and ZnO is vital for the
continued advancement of solar energy conversion, photodetection, chemical and biological

sensing, and energy storage technologies.

Figure 1.5 (a) 3D model of a single core—shell SNS electrical device. The SNS core—shell
structure rests on an insulating Si/SiO, substrate. Ti and Au are thermally evaporated on
each end of the core—shell structure and used as electrical contacts. False-color SEM images
of (b) a single ZnO-coated SNS electrical device and (c) a single GUITAR-coated SNS
electrical device.

1.5 Photoconductivity

The photoelectric effect was first observed in 1887 by Heinrich Hertz [114]; however, it was
not fully explained until 1905 when Albert Einstein theorized that light is composed of
individual quanta (photons) with energy equal to the frequency of the light multiplied by
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Plank’s constant [115]. Einstein used this principle to explain the photoelectric effect by
proposing that a photon above a certain threshold frequency has enough energy to free an
electron from the material and alter its electrical properties. The photoelectric effect is
responsible for several phenomena, including photoconductivity, the photovoltaic effect, and
the Auger and Compton effect. Photoconductivity is an internal photoelectric effect, where
the conductivity of a semiconductor or insulator is increased due to the absorption of energy
from photons [116]. The absorption of a photon occurs when the energy of the incident
photon is greater than the energy of the material’s bandgap or when the incident photon has
sufficient energy to excite impurities within the bandgap. The magnitude of the
photoconductivity depends on the generation of electron—hole pairs through the absorption
of incident photons, their mobility, and their recombination processes. The study of these
photoconductive characteristics and how they vary as a function of electric field strength,
illumination intensity, temperature, and time, can reveal information about the electronic
and structural properties of materials.

Low-dimensional semiconducting nanowires exhibit a variety of interesting
photoconductive properties, such as a sensitivity to light polarization [117, 118], enhanced
light absorption [119, 120], and high internal photoconductive gain [60, 121]. These unique
characteristics, combined with the controllability of nanowire assemblies to create functional
and complex device architectures, make semiconducting nanowires attractive candidates for
optoelectronic applications in photodetection [60, 61, 74], solar energy conversion [70, 113,
119, 122], and light emitting diodes [65, 123]. Semiconductor nanowires have a high
surface-area-to-volume ratio and, consequently, are sensitive to surface effects. The very
high density of surface states in a semiconductor nanowire results in a surface depletion
region which physically separates electrons and holes and can lead to enhanced carrier
lifetimes [124—129], photodesorption effects [73, 125, 130], and high photoconductive gains
[60, 121]. Studying these and other photoconductive properties can reveal important
information about a material’s carrier mobilities, carrier lifetimes, and density of localized
electronic states.

The photoconductive properties of ZnO nanowires and thin-film polycrystalline ZnO are
intensive areas of research due to their unique low-dimensional properties, n-type

semiconducting behavior, wide 3.37 eV bandgap and large 60 meV exciton binding energy
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at room temperature, high electron mobility [53], cost-effectiveness, non-toxicity, and ease
of synthesis [54]. These attributes make ZnO a promising candidate for optoelectronic
applications in solar energy conversion [53, 70], photodetection [60—64], and light emitting
diodes [65, 66]. However, polycrystalline ZnO is a structurally disordered material and
contains a variety of defects that strongly affect its photoconductive properties [56, 67, 73,
124, 128, 131-133]. For example, polycrystalline ZnO grain boundaries have been shown to
contain a high density of defects [132], which are responsible for the adsorption of
atmospheric oxygen molecules [134]. The adsorption of atmospheric oxygen on the surface
creates a depletion region and corresponding potential gradient near the grain boundary.
Following illumination and the generation of electron—hole pairs, holes can be swept to the
grain boundary via the potential gradient and release adsorbed oxygen. This oxygen
desorption mechanism frees electrons, which can then contribute to the conductivity.
Conversely, the re-adsorption of oxygen traps electrons and decreases the conductivity. The
competition between the oxygen adsorption and desorption mechanisms can lead to long
electron lifetimes and a strong persistence in the photoconductivity [73, 124-129, 133, 135-
141]. A persistence in the photoconductivity inhibits a quick recovery of the dark current,
which is detrimental to the performance of ZnO-based photodetection applications. In
addition to the oxygen adsorption and desorption mechanisms, various other
photoconduction and recombination mechanisms, and the trapping of carriers in defect states
can similarly affect the photoconductive properties of ZnO.

In chapter 4, we probe the photoconductive properties of a single polycrystalline
ZnO-coated SNS electrical device by studying the resulting photocurrent rise and decay
behavior from near-UV (405 nm) and sub-bandgap (532 and 633 nm) excitation sources.
Additionally, we investigate the excitation intensity dependence of the saturation
photocurrent for each excitation source. The results from this study revealed important
information regarding the photocurrent generation and recombination mechanisms, defect
density of states, and the trapping of carriers in ZnO. Understanding these fundamental
photoconductive properties of ZnO 1is essential to understand and construct complex

ZnO-based device architectures for solar energy conversion and photodetection applications.
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1.6 Dissertation Overview

In chapter 1, we begin with an introduction to the fields of nanoscience and nanotechnology,
and review and discuss the motivations for studying nanomaterials and nanocomposites. We
give brief introductions to some of the characterization techniques and tools that were
utilized in this dissertation. Motivations for characterizing the electrical and optoelectronic
properties of GUITAR and ZnO are presented.

In chapter 2, we study the initial formation and growth dynamics of SNSs, the core
material that was used as an insulating support for the electrical and morphological
characterization of GUITAR, and the electrical and optoelectronic characterization of
polycrystalline ZnO. We find that the helical morphology of a SNS is due to the varying
growth rates of the individual silica nanowires, which create an asymmetry in the interfacial
surface tension and a corresponding variable work of adhesion on the outer boundary of the
catalyst-nanowires interface.

In chapter 3, we coat SNSs with a novel conductive carbon, GUITAR, to investigate its
structural, morphological, and electronic properties. SEM, TEM, and AFM images fully
reveal GUITAR’s morphology and indicate that a GUITAR nano-thin film coating on a SNS
is comprised of an agglomeration of carbon hemispheres that are formed by the accretion of
small graphitic flakes. A Raman spectroscopic analysis and the electrical characterization of
11 single GUITAR-coated SNS electrical devices indicate that GUITAR is a form of
nanocrystalline graphite with a low sp® content.

In chapter 4, we investigate the optoelectronic properties of a polycrystalline ZnO
nano-thin film coating on a SNS. We study the near-UV (405 nm) and sub-bandgap (532
and 633 nm) photocurrent response of a single polycrystalline ZnO-coated SNS electrical
device. We find that the photocurrent responses to these excitation sources depend on the
energy of the excitation source, the depths of the native point defect levels within ZnO, and
the trapping of electrons and holes. We also present a phenomenological model to explain
the observed sub-linearity and the breaks in the slopes of the saturation photocurrent versus
excitation intensity profile for each excitation source.

We conclude with chapter 5 and provide a summary and conclusion of the dissertation.
We also offer suggestions for improvements and future directions for the work presented in

this dissertation.
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The initial phases of amorphous silica nanospring formation via a vapor—liquid—solid
mechanism are reported. The low-temperature eutectic of Au—Si results in the formation of
an asymmetrically-shaped catalyst at the early stages of nanospring formation. As solid
silica is formed below the Au-Si catalyst, the system lowers its surface free energy and
forms multiple amorphous silica nanowires beneath a common catalyst, as opposed to a
single nanowire. The diameter of one of the nanowires forming the nanospring ranges
between ~10 to 20 nm. The difference in growth rates of the individual nanowires creates an
asymmetry in the interfacial surface tension on the boundary of the Au—Si catalyst—
nanowires interface. Using Stokes’ theorem, it is shown that there is a variable work of
adhesion on the outer boundary of the Au—Si catalyst-nanowires interface of a nanospring,
which is defined as an effective contact angle anisotropy. The anisotropic growth on the
catalyst-nanowires boundary results in the nanowires coherently coiling into a single, larger,

helical structure with a wire diameter of ~70—500 nm and outer diameter of ~200—1000 nm.

2.1 Author’s Note

Most of the material presented in this chapter has been published in Materials Research
Express 2017, 4, 015004 [1]. Additional information that does not appear in the journal
publication has been included in the main body of the text to provide a more thorough
examination of the topic. If the reader would like to cite the work presented in this chapter,
we refer them to the published journal article. The version of the journal publication
presented in this chapter corrects some minor errors present in the journal article. These

amendments include:

e A correction to the units of energy presented in section 3.3 of the journal publication
(section 2.4.3 in this chapter), which should be: P m3.

e A correction to the second line of Equation 3 in the journal publication (Equation 2.3
in this chapter), which should read: W, = ygy + ys1. — (¥s1. + Ysv cos ).

e A correction to the definition of the angle, 8, in section 3.5 of the journal publication
(section 2.4.5 in this chapter), which should read: 6 is the angle between the solid—

vapor and solid-liquid interfacial surface tensions.
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2.2 Introduction

Materials research over the past 20 years has led to the development of materials with
dimensions in the micro- to nano-scale range with enhanced or new properties that have
facilitated their use in applications such as biological sensors [2—8], drug delivery to cells
and tissue [9], lithium batteries [10], supercapacitors [11, 12], solar cells [13—15], and
nanoelectronic power sources [13]. One-dimensional nanostructures, typically referred to as
nanowires (NWs), are a class of nanomaterials that have been shown to be an extremely
versatile platform for a wide range of applications. If the NW is twisted, forming a helical
structure, it is often referred to as a nanospring [16—19]. The material, mechanical, and
electrical properties of nanosprings, and other helical nanostructures, have been extensively
studied [16—25] and continue to be of interest.

One member of the nanospring family of nanostructures are silica nanosprings (SNSs).
Single SNSs and random ensembles of SNSs, or SNS mats, have been used for a variety of
applications because of their versatility as a nanoscale engineering platform and their large
330 m? g ! specific surface area [26]. The low-temperature growth of SNSs enables them to
be grown on a broad range of substrates such as silicon, silicon dioxide, copper, steel,
stainless steel, glass slides, light bulbs [27], quartz, aluminum, carbon fiber, and graphite.
SNS mats have been used as supports for immobilizing enzymes in microreactors [28] and
functionalized with biological molecules for use as electronic biosensors [4]. The
applications of SNS mats and single SNSs can be extended by coating them with
semiconductors such as ZnO, TiO;, and SnO,. Metal-oxide/metal multilayer-coated SNSs
have been shown to improve the structural and functional connection between bone and
orthopedic materials [29]. ZnO-coated SNS mats and a single ZnO-coated SNS have been
used as highly sensitive chemical sensors for detection of explosives vapor [27, 30-33].
Metal nanoparticle coatings of SNSs have been shown to increase the hydrogen storage
capacity of SNS mats [34], enhance the response of ZnO-coated SNS chemical sensors [31],
and be effective Fischer—Tropsch catalysts [26]. SNSs have also been coated with a novel
conductive carbon material, GUITAR (graphite from the University of Idaho thermolyzed
asphalt reaction) [35]. The combination of the SNS’s high surface area and the conductive
properties of GUITAR has led to their inclusion in electrodes for capacitors and desalination

devices.
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It is important to note that an individual SNS forms via the vapor—liquid—solid (VLS)
mechanism [36] and is composed of a bundle of individual amorphous silica NWs with
diameters ranging from ~10 to 20 nm, collectively coupled via a common catalyst. SNSs
have previously been reported [19]; however, a detailed understanding of the mechanism(s)
responsible for multiple NW nucleation from a single catalyst particle, much less their
helical morphology, is still lacking. Given the technological relevance of SNSs, a detailed
study of their initial phases of formation is in order. Herein, we present the results of a
detailed study of SNS catalyst formation, a thermodynamic explanation of multi-NW
nucleation from a single catalyst, and the SNS’s subsequent helical morphology. The
outcomes of this study will assist future researchers with the development of processes for

producing NWs and nanosprings from other materials.

2.3 Experimental Methods

2.3.1 Gold Catalyst Deposition

The substrates used in this study were (100) oriented Si wafers with a 500 nm thermal oxide
(Si/Si02) and pyrolytic carbon. The Si/SiO; substrates were cleaned sequentially with
acetone, isopropanol, and deionized water, followed by drying with N> prior to sputtering
and photolithography. The catalyst for SNS growth, gold, was sputtered onto the Si/SiO>
and pyrolytic carbon substrates. Sputtering of gold was performed via argon plasma-assisted
sputtering in a vacuum chamber operated at an Ar pressure of ~10 mTorr. In all the

experiments, the substrates were sputtered with a ~5—-10 nm thick layer of gold.

2.3.2  Photolithography

A standard photolithography process was used to create circular, rectangular, and triangular
shapes of gold catalyst. The growth of SNSs from the edge of these gold catalyst shapes
facilitated the imaging of the SNSs’ initial stages of formation. A variety of catalyst shapes
and sizes were patterned onto Si/SiO; substrates using a standard photolithography process.
Briefly, SPR220-4.5 photoresist was patterned on the Si/SiO> substrate, sputtered with ~5—
10 nm of gold, then sonicated in acetone to remove the photoresist. Figure 2.1 shows optical

and scanning electron microscopy (SEM) images of a sample that was patterned with gold
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catalyst and used to grow SNSs. The upper-left image shows the substrate (blue) with
patterned gold catalyst (tan) that was used to grow SNSs. The upper-center image shows
some of the gold catalyst patterns that were used to image the initial stages of SNS
formation and growth. The remaining images in Figure 2.1 are SEM images showing the

initial stages of SNS formation and growth.

Figure 2.1 Image sequence showing optical and SEM images of the rectangular, triangular,
and circular catalyst shapes used to investigate the initial stages of SNS formation.

2.3.3 Silica Nanospring Growth

Figure 2.2 is a schematic diagram of the experimental setup used for SNS growth. Gold
sputtered substrates were placed into a vertically-oriented tube furnace and heated to 250 °C
+ 5 °C while flowing Nz at atmospheric pressure. Following warm-up in N2, a proprietary
Si-based precursor was introduced into the tube furnace on top of the already flowing No.

10 s after the addition of the Si precursor, O> was introduced into the tube furnace. The
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temperature inside the tube furnace continued to increase after the introduction of the Si
precursor and Oy, until the final set-point temperature of 350 °C £ 5 °C was reached. SNS
growth begins with the introduction of O and SNS growth was terminated by turning the
heaters off and discontinuing the flow of the Si precursor and O>. The SNS growth time
(temperature inside the tube furnace at the termination of the growth cycle) varied from 90 s
(260 °C £ 5 °C) to 10 min (350 °C £ 5 °C). The samples were taken out of the tube furnace
~3 min after termination of the growth cycle. The temperature inside the tube furnace at a
location near the substrate was monitored with an Omega Model HH12 (Omega
Engineering, Norwalk, CT, USA) digital thermometer. All experiments in this study were

conducted at atmospheric pressure.

Gas Inlets

Gas Inlet Cylinder

Alumina Tube

Furnace Insulation

Heating Elements

Gas Flow
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Figure 2.2 Schematic diagram of the experimental setup used for SNS growth showing a
sectional view of the vertically-oriented tube furnace.

2.3.4 Microscopy Equipment

SEM images were obtained with a Zeiss Supra 35 scanning electron microscope (Zeiss,
Peabody, MA, USA). Transmission electron microscopy (TEM) images were obtained with
a JEOL-2010J transmission electron microscope (JEOL USA, Peabody, MA, USA)
operating at 200 kV.
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2.4 Results and Discussion

2.4.1 Catalyst Formation and Evolution

The catalyst is critical to VLS formation of nanostructures such as SNSs, where it is
assumed that the catalyst is, or evolves into, a nanoparticle [17]. Therefore, it is important to
understand the evolution of the gold film at the early stage of SNS formation. The effects of
annealing on the morphology of gold films on Si/SiO; substrates at 250 °C + 5 °C under a
variety of conditions are displayed in Figure 2.3. Figure 2.3(a) is an SEM image of an
as-sputtered gold film prior to annealing. The as-sputtered gold film exhibits dark regions, or
crack-like voids, typical of gold sputtered on Si [37] and glass [38—40] substrates.
Figure 2.3(b) is an SEM image of the same gold film shown in Figure 2.3(a) after heating to
250 °C £ 5 °C under a constant flow of N2. Under these conditions, the gold film begins to
diffuse and nucleate (bright regions), concomitant with the formation of large voids (dark
regions), at the expense of the crack-like voids in the as-sputtered film. However, at this
stage the gold film has not broken up into individual islands associated with VLS formation

of nanostructures.

Figure 2.3 SEM images of the initial stages of diffusion and nucleation of gold films on
Si/Si0, substrates. (a) Substrate sputtered with ~5-10 nm gold. (b) Gold film heated to
250 °C £ 5 °C under a constant flow of N,. (¢) Gold film heated to 250 = 5 °C while
continuously flowing N, subsequently followed by the addition of the Si precursor for 10 s.
The addition of Si precursor facilitates the coalescence of the gold (white areas).

Figure 2.3(c) shows an SEM image of a gold film on a Si/SiO, substrate heated to
250 °C £ 5 °C while continuously flowing N, subsequently followed by the addition of the
Si precursor for 10 s. The temperature inside the tube furnace at the termination of the 10 s
exposure to Si precursor was 250 °C = 5 °C. Under these conditions, the gold film rapidly

coalesces into a network of interconnected gold islands, thereby creating large regions
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devoid of gold. It is well known that Si diffuses rapidly into gold, even at room temperature
[41]. In the present case, the Si precursor is absorbed by the gold to form a Au-Si alloy,
which has a surface tension that favors coalescence. The faceting is a consequence of
equilibration of the Au-Si alloy’s surface tension with that of the substrate and the vapor.
The eutectic temperature for bulk Au-Si is 363 °C at a concentration of 19% Si [42];
however, decreasing the volume of the Au—Si eutectic can lower the eutectic temperature to
260 °C, as is the case with nanometer-sized gold particles [43].

Figure 2.4 shows SEM images of a gold film on a Si/SiO: substrate heated to
250 °C = 5 °C while continuously flowing N», subsequently followed by the addition of the
Si precursor and Oz for 90 s. The temperature inside the tube furnace at the termination of
the 90 s growth cycle was 260 °C £ 5 °C. The slight increase in temperature and the addition
of Oz increases the coalescence of the Au—Si alloy. The fuzzy regions in Figure 2.4 are the
very preliminary stages of SNS formation. Increased heating of the substrate while flowing
N> and the Si precursor does not initiate any type of NW or nanospring growth, i.e., we are
unable to create silicon NWs or silicon nanosprings while flowing N> and Si precursor in the
absence of O». Therefore, the VLS process is initiated with the introduction of O». This
indicates that oxidation of the Si absorbed by the catalyst is a strong driving force of SNS

formation, which will be discussed in greater detail shortly.
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Figure 2.4 SEM images of a gold film heated to 250 °C + 5 °C while continuously flowing
N>, subsequently followed by the addition of the Si precursor and O for 90 s.

Figure 2.5 shows SEM images of a gold film on a Si/SiO; substrate heated to
250 °C £ 5 °C while continuously flowing N, subsequently followed by the addition of the
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Si precursor and O> for 105 s. The temperature inside the tube furnace at the termination of
the 105 s growth cycle was 300 °C = 5 °C. The SEM images in Figure 2.5 were acquired at
different locations on the same sample and show several stages of SNS growth. In the
right-hand panels of Figure 2.5, one can see that the Au—Si catalyst tip for a single SNS
(white areas) emerges from the edge of the bulk Au—Si catalyst. It is well known that Au—O
interactions are weak, where diffusion of O, or Oy, through the liquid Au-Si catalyst is
energetically unfavorable. Consequently, it is proposed that O» reacts with Si along the
liquid—solid interface to form amorphous silica below the liquid Au—Si catalyst. Following
the formation of an asymmetrically-shaped Au—Si catalyst, the Au—Si catalyst droplet
absorbs Si precursor to the point of reaching supersaturation. As the excess Si diffuses from
the catalyst, it reacts with O along the liquid—solid interface to form solid silica below the

Au-Si catalyst droplet.

i / k.
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Figure 2.5 SEM images of a gold film heated to 250 °C + 5 °C while continuously flowing
N3, subsequently followed by the addition of the Si precursor and O, for 105 s. The SEM
images (a) and (b) were acquired at different locations on the same sample.
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2.4.2 Formation of Individual Nanowires Beneath the Au—Si Catalyst

Figure 2.6 shows TEM images of SNSs and their Au—Si catalyst tips. The SNS growth time
for the sample shown in Figure 2.6 was 5 min and the temperature inside the tube furnace at
the termination of the 5 min growth cycle was 330 °C £ 5 °C. These images show that SNSs
are composed of individual NWs coupled together via a common Au-Si catalyst tip (black
areas). The formation of individual silica NWs below a common Au—Si catalyst can be
explained thermodynamically in terms of the silica structure’s surface free energy and the
Au-Si catalyst. In the synthesis of a nanoscale structure with a high surface-area-to-volume
ratio, the surface free energy is significant and very important to the growth kinetics. As
solid silica is formed below the Au-Si catalyst, the system lowers its surface free energy by
forming individual silica NWs instead of a solid silica structure. The low temperature of the
process likely impedes the gold catalyst from forming a spherical or hemispherical shape,
and once silica begins to form under the catalyst, the surface tension of the catalyst is unable

to overcome the mechanical stiffness of the silica.

Figure 2.6 TEM images of SNSs which show that a SNS is composed of individual silica
NWs. The solid black areas are the Au—Si catalyst tips.
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2.4.3  Au-Si Catalyst Necking

The formation of individual NWs beneath the Au-Si catalyst is concomitant with the
necking or “pinching” of the Au—Si catalyst. Figure 2.7 shows SEM images of the initial
stages of SNS formation and the pinching of the Au—Si catalyst tip. The SNS growth time
for the sample shown in Figure 2.7 was 150 s and the temperature inside the tube furnace at
the termination of the 150 s growth cycle was 310 °C £ 5 °C. The SEM images show that
SNSs are composed of individual NWs connected via a single Au—Si catalyst tip that
exhibits necking, indicating that each silica NW is localized to a region of the Au—Si catalyst

droplet. The individual NWs that comprise the SNS are not uniform in shape or diameter.

Figure 2.7 SEM images of the initial stages of SNS formation showing the individual NWs
connected via a common Au—Si catalyst tip (white regions), which exhibits necking.
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To better understand the necking process, approximate an asymmetrical bar-shaped
catalyst at the initial stage of growth as a cylinder with hemispheres on both ends.
Figure 2.8(a) shows a top-down view of this idealized geometry. The dotted lines represent
four terminal locations of individual NWs nucleating from the catalyst, where each NW has
unit radius. According to Laplace’s Law, the wall tension on the cylindrical section is PR,
and PR/2 on each of the spherical endcaps, where P is the pressure inside the catalyst
droplet, and R 1is the radius of the cylinder and end caps. The total energy of the
configuration in Figure 2.8(a) is 14mP m3. The total energy is reduced to 8wP m? if the
catalyst droplet takes the form of four individual spheres of unit radius, i.e., the individual
NWs have their own spherical-shaped catalyst droplet as shown in Figure 2.8(b). Therefore,
the necking of the catalyst droplet in Figure 2.8(c) is a result of the bar-shaped catalyst
minimizing its energy. Note, the force exerted by the NWs on the gold catalyst is
insufficient to overcome the surface tension of Au—Si eutectic, which is why they remain

bundled together, as opposed to bifurcating into individual NWs.
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Figure 2.8 Schematic diagrams showing top-down views of: (a) An initial configuration of
the Au-Si catalyst droplet that takes the shape of a three-dimensional cylinder with
hemispherical caps. (b) An ideal configuration of four NWs nucleating from individual Au—
Si catalyst droplets. (¢) An initial configuration of an Au-Si catalyst droplet with four

individual NWs (dotted lines) nucleating from beneath it and the subsequent necking of the
catalyst droplet.

2.4.4 Growth Rates of Individual Nanowires

The twisting of the NW bundles and subsequent formation of a helical structure is driven by

variations in the growth rates of the individual silica NWs growing beneath a common Au—
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Si catalyst. The difference in growth rates of the individual NWs can be directly related to
their diameters. The growth velocity or rate, v, of the individual NWs according to classical

crystal growth kinetics theory is given by,
AC\?
= —, (2.1)

Y “k(kT)

where p; is the kinetic coefficient of growth at the solid—liquid interface, and AC is the
supersaturation concentration [44—46]. In the context of the Gibbs—Thompson approach to
VLS growth, the growth rate depends on the NW diameter via the supersaturation

concentration, AC, as follows:

410«
AC = Apy — m, (2.2)

where Ay, is the chemical potential difference of the Si compound in the vapor phase and Si
in the solid phase in the NW at a plane boundary (dyyw — ), £ is the atomic volume of Si,
and «a is the surface free energy of the NW [44, 47-50]. Since the individual silica NWs
beneath the catalyst have variable diameters, they have corresponding different growth rates.

The Au—Si catalyst shape is not well-defined in the early stages of SNS formation. It can
range from an asymmetric bar or ribbon shape, as seen in Figure 2.7, to an asymmetrical
spheroid shape, as shown in Figures 2.5, 2.6 and 2.9. Figure 2.9(a) shows an SEM image of
SNSs with asymmetrically-shaped spheroid catalyst tips. The SNS growth time for the
sample shown in Figure 2.9(a) was 105 s and the temperature inside the tube furnace at the
termination of the 105 s growth cycle was 300 °C £ 5 °C. In the case of an asymmetrical
spheroid Au—Si catalyst shape, the individual NWs are bundled beneath the catalyst in the
configuration schematically represented in Figure 2.9(b). In this case, the NW bundle
consists of tightly packed NWs surrounded by an outer group of NWs, which define the
outer boundary of the SNS. We postulate that diffusion of O> to the inner NWs is hindered
by the outer layer of NWs. Since the presence of O is the driving force for SNS growth, a
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lack of O2 will inhibit growth on the inner NWs of a given bundle, thereby producing an
additional anisotropy in the growth rate of the individual NWs.

Figure 2.9 (a) SEM image of SNSs with asymmetrical spheroid-shaped catalyst tips. (b)
Schematic representation of a SNS composed of a bundle of NWs connected to an
asymmetrical spheroid-shaped catalyst tip.

2.4.5 Effective Contact Angle Anisotropy

Our initial study on the growth of boron carbide nanosprings proposed a modified VLS
mechanism that identified contact angle anisotropy (CAA) as the mechanism responsible for
the helical trajectory of nano- and micron-sized amorphous springs [16]. These boron
carbide nanosprings consisted of a single amorphous boron carbide NW and a spherical Fe
catalyst droplet, where the center of mass of the droplet was offset from the center of mass
(axis) of the NW as shown in Figure 2.10(a). The CAA mechanism is directly related to the
work of adhesion (W) of the NW catalyst droplet. The work of adhesion can be written as,

Wy =vysy + Vs. — Yiv
= Ysv + Vs — (¥sL + Vsy cos 8) (2.3)
= ysy(1 — cos 6)

where ysy, ¥s1, and yy are the interfacial surface tensions between the solid—vapor, solid—

liquid, and liquid—vapor phases, respectively, and @ is the angle between the solid—vapor and
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solid—liquid interfacial surface tensions. The probability of an atom diffusing through the
liquid Fe to the droplet-N'W interface and subsequently bonding at the liquid—solid interface
is inversely proportional to the work of adhesion, i.e., the growth rate at a point of low work
of adhesion (wetting interaction at interface B) is higher than the growth rate at a point of
high work of adhesion (non-wetting interaction at interface A). Therefore, the offset Fe
droplet creates an asymmetry in the growth rate at the liquid—solid interface that produces a
helical precession of the catalyst droplet, and subsequently, the helical morphology of the
NW.

Figure 2.10 (a) Schematic diagram showing a spherical Fe catalyst droplet of radius, R,
offset from the center of mass of a boron carbide NW by distance, A. (b) A schematic
diagram of a SNS composed of 13 individual NWs. The surface, a, is the cross-sectional
area of the catalyst-NWs interface, and [ is the outer boundary of the catalyst-NWs
interface, where da and dl are differential elements of area, a, and outer boundary, [,
respectively. (¢) A top-down view of the cross-sectional area of the catalyst-NWs interface.

Since the individual NWs within a SNS are connected via a common catalyst and have
different growth rates, there are variations in the work of adhesion (contact angle) around
the perimeter of the individual NWs, as well as around the outer boundary of the NW bundle
at the catalyst-NWs interface. Figure 2.10(b) shows a schematic diagram of a SNS that is
composed of 13 individual NWs. The surface, a, is the cross-sectional area of the catalyst—
NWs interface and [ is the outer boundary of the SNS catalyst-NWs interface, where da and
dl are differential elements of area, a, that points normal to the interface and line, [, that

encloses the area, respectively. The interfacial surface tension can be represented by vector
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field, y. Figure 2.10(c) is a normal view of the catalyst-NWs interface shown in
Figure 2.10(b). The arrows around the boundary of each NW represent the interfacial
surface tension, y, and the dark outer line is the line that encloses the catalyst-NWs

interface. According to Stokes’ theorem,

f(ny)-da=%y-dl, (2.4)

where the integral of the curl of the vector field, y, over surface, a, can be written as the line
integral of y about the boundary, [. Applying Stokes’ theorem to this system demonstrates
that the interfacial surface tension can be approximated by the interfacial surface tension
about the boundary of the NW bundle of the SNS. The interfacial surface tension about the
boundary can be used to calculate the work of adhesion. This leads to the conclusion that a
modified version of the CAA model for a nanospring formed from a single NW can be
applied to a SNS composed of a bundle of NWs.

The variable work of adhesion along the outer boundary of the catalyst-NWs bundle
produces the asymmetry necessary for the helical precession of the catalyst and the
subsequent helical morphology of the SNS. The net effect of the bundle of amorphous silica
NWs beneath the catalyst is the creation of an effective CAA that produces the same
asymmetric growth observed for a single amorphous nanospring [16, 18]. Note that the
effective CAA mechanism can be applied to any Au—Si catalyst shape and NW
configuration, provided that the nanospring is composed of several individual NWs
connected by a common Au-Si catalyst.

Figure 2.11 shows SEM images of the initial twisting stages of SNSs. The SNS growth
time for the sample shown in Figure 2.11 was 150 s and the temperature inside the tube
furnace at the termination of the 150 s growth cycle was 310 °C £ 5 °C. Upon examination
of Figure 2.11, it is clear that the SNSs are composed of many individual NWs connected
via a common asymmetrically-shaped Au—Si catalyst. This is consistent with the TEM and
SEM images of SNSs in Figures 2.6 and 2.7. The deformation and subsequent necking of
the Au—Si catalyst is indicative of variations in the surface tension along the catalyst-NWs

interface, which we argue gives rise to a variable work of adhesion, and ultimately leads to
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the helical trajectory of the SNS. Bifurcation of the Au—Si catalyst is rarely observed, i.e.,
one or more of the NWs forming the SNS breaking away from the Au—Si catalyst droplet to
form multiple SNSs. The energy necessary to shear a single silica NW or a group of
individual silica NWs from the main Au-Si catalyst tip must be more than the energy
required to rotate the system. This suggests that twisting of the NW bundle minimizes the

energy of the SNS and that bifurcation is more energetically expensive.

Figure 2.11 SEM images showing the initial twisting stages of SNSs. The white areas at the
terminal location of each SNS are the Au—Si catalyst droplets.

2.5 Conclusion

The initial phases of SNS growth via a VLS mechanism at atmospheric pressure and
relatively low temperature have been investigated. These conditions facilitate the formation
of an asymmetrically-shaped Au—Si catalyst droplet. As solid silica is formed beneath the
Au-Si catalyst, the silica structure lowers its surface free energy by forming individual silica
NWs. Variations in the growth rates of individual NWs beneath a common Au-Si catalyst

create an asymmetry in the interfacial surface tension about the boundary of the catalyst—
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NWs interface of a SNS. The CAA mechanism responsible for the helical trajectory of
boron carbide nanosprings formed from a single NW can be applied to the formation of
SNSs from bundles of amorphous silica NWs connected via a common Au—Si catalyst. In
this case, the bundle of NWs creates an effective CAA due to variations of the growth rates
of individual NWs within the bundle. As was the case with the original CAA model, the
effective CAA model can be applied to similar systems consisting of bundles of amorphous

NWs and bundles of carbon nanotubes.
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A graphitic carbon, referred to as graphite from the University of Idaho thermolyzed asphalt
reaction (GUITAR), was coated on silica nanosprings and silicon substrates via the pyrolysis
of commercial roofing tar at 800 °C in an inert atmosphere. Scanning electron microscopy
and transmission electron microscopy images indicate that GUITAR is an agglomeration of
carbon nanospheres formed by the accretion of graphitic flakes into a ~100 nm thick layer.
Raman spectroscopic analyses, in conjunction with scanning electron microscopy and
transmission electron microscopy, indicate that GUITAR has a nanocrystalline structure
consisting of ~1—5 nm graphitic flakes interconnected by amorphous sp® bonded carbon. The
electrical resistivities of 11 single GUITAR-coated silica nanospring devices were measured
over a temperature range of 10-80 °C. The average resistivity of all 11 devices at 20 °C was
43+1.3 x 107 Q m. The GUITAR-coated silica nanospring devices exhibited an average
negative temperature coefficient of resistivity at 20 °C of —0.0017 + 0.00044 °C™!, which is

consistent with the properties of nanocrystalline graphite.

3.1 Author’s Note

Most of the material presented in this chapter has been published in Materials 2019, 12,
3794 [1]. Additional information that does not appear in the journal publication has been
included in the main body of the text to provide a more thorough examination of the topic. If
the reader would like to cite the work presented in this chapter, we refer them to the

published journal article.

3.2 Introduction

The carbon material dubbed graphite from the University of Idaho thermolyzed asphalt
reaction (GUITAR) was first observed as the carbonaceous residue from the combustion of
oil shale. Previous scanning electron microscopy (SEM) and optical images of GUITAR are
consistent with a typical graphitic material [2]. X-ray photoelectron spectra indicate that the
C bonding in GUITAR is a combination of sp? and sp®> hybridized carbon [2], further
supporting the conclusion that it is a form of graphite. However, GUITAR exhibits unique
electrochemical properties that deviate from those of typical graphitic materials. The basal

plane of GUITAR has fast heterogeneous electron transfer kinetics and outperforms
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graphene, graphites, carbon nanotubes, boron-doped diamond, and diamond-like carbon [3,
4]. The aqueous anodic and cathodic limits notably exceed those of other graphitic carbons,
which results in better corrosion resistance relative to other graphitic materials [3, 5]. These
features make GUITAR an excellent candidate for use in applications such as sensors [6],
energy storage and conversion [7], and water purification [4].

The unique electrochemical properties of GUITAR suggest that it is not just another
form of graphite; further investigation of its morphology and electrical properties is required
to classify GUITAR within the spectrum of carbon materials. The electrical resistivity and
the temperature dependence on the resistivity of carbon nanocoils (NCs), graphite, and other
allotropes of carbon vary greatly from allotrope to allotrope [8—20], thereby assisting in their
identification and classification. The Raman spectra of the different carbon allotropes is
equally diverse [21-29]. When taken in conjunction with one another, the electrical
characterization and the Raman spectroscopy of GUITAR should be sufficient to identify
and classify it within the spectrum of carbon allotropes.

Herein, we report on a unique approach to producing a better understanding of the
morphology and electrical properties of GUITAR. GUITAR was coated onto silica
nanosprings (SNSs), which served as an insulating support. Then, a single GUITAR-coated
SNS (G-SNS) electrical device was fabricated to determine the electrical properties of
GUITAR. The use of SNSs allowed us to precisely characterize the morphology of
GUITAR and correlate it with its electrical properties. While this approach is not well-suited
to single crystal materials, it is ideal for characterizing the electrical properties of amorphous

and polycrystalline materials such as GUITAR.

3.3 Experimental Methods

3.3.1 Silica Nanospring Growth

SNSs were grown on Si/SiO2 (500 nm thermal oxide) substrates using a modified chemical
vapor deposition process described in chapter 2, and by Wojcik et al. [30] and Wang et al.
[31]. The SNS growth time for the samples used in this study was ~10—15 min. The growth

of SNSs on a flat substrate produces a highly dense mat resulting in an area density of
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~1.5 mg of SNSs per cm? [32]. Figure 3.1 shows an SEM image of a dense mat of SNSs.

The SNS growth time for the sample shown in Figure 3.1 was 10 min.

Figure 3.1 SEM image showing a dense mat of SNSs grown on a Si/SiO, substrate.

3.3.2 GUITAR Deposition

GUITAR was deposited onto the SNS surface via the pyrolysis of commercial roofing tar
(asphalt) in a tube furnace operating at 800 °C under a continuous flow of N. The
deposition of GUITAR has been previously described in detail [2, 5, 33]. This process was
modified slightly to deposit a thin ~100 nm coating on the SNS surface. Figure 3.2 shows
images of the GUITAR deposition process and experimental setup. Five grams of asphalt
were wrapped in an alumina blanket and placed in the center of a hollow, 10 inch long by
3 inch diameter, steel cylindrical tube. The silicon substrate with a dense mat of SNSs was
placed above the alumina blanket and the steel cylinder was placed in the center of the tube
furnace. The furnace was ramped to 800 °C in 15 min while flowing N>, then cooled slowly
over five hours until the furnace temperature reached ~50 °C, at which point the sample was

removed.
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Figure 3.2 GUITAR deposition process and experimental setup. (a) Five grams of asphalt
on an alumina blanket. (b) Alumina blanket with asphalt placed below a SNS sample inside
a cylindrical steel tube. (¢) SNS surface faces down toward the alumina blanket. (d) Endcaps
of the cylindrical steel tube are capped with the alumina blanket (e) Tube furnace with the N,
inlet on the left and open exhaust on the right. (f) Schematic diagram showing a sectional
view of the experimental setup.

3.3.3 Device Fabrication

Figure 3.3 shows a schematic representation of the device fabrication process. Si/SiO2

substrates with G—=SNSs were placed in isopropanol (IPA) and vigorously agitated with a
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submersed pipette to suspend the G-SNSs in IPA. 2.5 x 2.5 cm? Si/SiO, (500 nm thermal
oxide) substrates (chips) were prepared for photolithography by cleaning sequentially with
acetone, IPA, and deionized water, followed by drying with N». A drop-casting method was
used to transfer the G—SNSs onto the chips by using a pipette to draw from the solution of
G-SNSs/IPA and allowing the solution to evaporate on the chip surface. The drop-casting

process was repeated until the desired amount of G—-SNSs were deposited on the chip.

o o
!
/
/
.

Figure 3.3 Schematic representation of the device fabrication process. (a) G—SNSs on
Si/SiO, substrate. (b) G—-SNSs released into IPA and (¢) drop-cast onto the chip. (d)
Photoresist is spun onto the chip. (e) UV light is exposed to photoresist with a chrome mask
in place to create the electrode pattern. (f) The photoresist exposed to UV is removed with a
developer. (g) Ti and Au are deposited via thermal evaporation and (h) the remaining
photoresist and Ti/Au are removed in a solution of photoresist remover. (i) The electrode gap
is cleared of G-SNSs with a micromanipulator until one G-SNS remains.

A standard bi-layer photolithography process, using LOR3A (lift-off resist) and
SPR220-4.5 photoresist, was used to create a pattern of 27 interdigitated electrodes on the
chip. Both resists were manufactured by MicroChem Corporation. The LOR3A provided an
undercut layer beneath the SPR220-4.5, which facilitated the removal of the photoresist
during the lift-off process. The patterned chips were coated sequentially with Ti (20 nm) and
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Au (200 nm) via thermal evaporation to create electrical contacts; then the photoresist and
Ti/Au were removed in photoresist remover. A micromanipulator (Micromanipulator Model
110 with a Model 7A probe tip, The Micromanipulator Co., Carson City, NV, USA) and an
optical microscope were used to selectively remove the G—SNSs along the electrode gap
until one G—SNS remained. Each interdigitated electrode had a ~12,000 um long channel to
increase the probability of making Ohmic contact with a single G—SNS. The yield for this
design process was ~5 active devices per chip. Figure 3.4 shows a representation of the
interdigitated electrode design and a false-color SEM image of a single G—SNS electrical

device used in the experiments.

Figure 3.4 Interdigitated electrode design and false-color SEM image of a single G—SNS
device.

3.3.4 Electrical Characterization

Figure 3.5 shows a schematic diagram of the experimental setup that was used for the
electrical characterization of the single G—SNS devices. A two-point probe method was used

to characterize the electrical properties of the single G—SNS devices. Electrical
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measurements were acquired using a Keithley Model 2400 (Tektronix, Beaverton, OR,
USA) and two micromanipulators (Micromanipulator Model 110 with Model 7A probe tips,
The Micromanipulator Co., Carson City, NV, USA). The single G-SNS devices were
heated/cooled by placing the devices on a single stage thermoelectric heater/cooler powered
with an HP Model 6033A (Hewlett-Packard, Palo Alto, CA, USA) DC power supply. The
device temperature was monitored with an Omega Model HH12 (Omega Engineering,

Norwalk, CT, USA) digital thermometer.
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Figure 3.5 A schematic diagram of the experimental setup used for the electrical
characterization of the single G—SNS devices.

3.3.5 Microscopy Equipment

Atomic force microscopy (AFM) images were obtained with a Veeco Autoprobe Di CP-II
atomic force microscope (Veeco, Plainview, NY, USA) operating in non-contact mode with
a 1 Hz scan rate. SEM images were obtained with a Zeiss Supra 35 scanning electron
microscope (Zeiss, Peabody, MA, USA). Transmission electron microscopy (TEM) images
were obtained with a JEOL-2010J transmission electron microscope (JEOL USA, Peabody,
MA, USA) operating at 200 kV.
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3.3.6  Raman Spectroscopy

In order to investigate the excitation wavelength dependence of GUITAR’s Raman
spectrum, Raman spectra of GUITAR thin films were collected using five different laser
excitation wavelengths: 442 nm (HeCd), 488 nm and 514 nm (Ar ion), 532 nm (frequency
doubled Nd:YAG), and 633 nm (HeNe). The Raman spectra at excitation wavelengths of
442 nm, 532 nm, and 633 nm were obtained with a LabRAM HR Evolution confocal Raman
microscope (Horiba Scientific, Piscataway, NJ, USA) using a 100x 0.90 NA ultrashort
(210 um) working distance Olympus objective, which produced a spot size of ~600-900 nm
at the sample surface depending on the excitation wavelength. Spectra were dispersed onto a
thermoelectrically cooled CCD array detector using an 1800 line/mm grating blazed for
visible wavelengths. Two 30 s accumulations were averaged to maximize signal to noise and
enable removal of cosmic rays from the spectra. Neutral density filters were inserted into the
excitation beam until no evidence of thermal (i.e., sample heating) or nonlinear (power)
effects were seen in the resultant spectra. The system used for acquisition of Raman spectra
at excitation wavelengths of 488 nm and 514 nm consisted of a Coherent Innova 90-3 argon
ion laser (Coherent, Santa Clara, CA, USA) and a Horiba Jobin Yvon T64000 triple
monochromator (Horiba Scientific, Piscataway, NJ, USA) equipped with a 2400 line/mm
grating and a liquid nitrogen cooled CCD array detector. Spectra were collected at a laser
power of 200 mW with a spot size of ~100 pm, corresponding to a power density ~2 orders
of magnitude lower than the Raman microscope system and thus well below the threshold
for any thermal or power effects. To ensure the Raman spectra obtained were representative,

multiple locations across multiple samples were analyzed with both Raman systems.

3.4 Results and Discussion

3.4.1 Raman Spectroscopy

Figure 3.6(a) shows a Raman spectrum with a 532 nm excitation source of a GUITAR
coating on a silicon substrate. The Raman spectrum in Figure 3.6(a) consists of two
prominent peaks located at 1347 cm™' and 1589 cm™!, as well as a broad peak centered at
~2800 cm!. The peak at 1589 cm™!, also known as the G peak, is attributed to a phonon

with Bz, symmetry and is associated with in-plane bond stretching of pairs of sp? hybridized
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carbon atoms [22, 34]. The wavenumber of the G peak falls in the range of 15001630 cm ™!
and does not require the presence of six-fold rings, i.e., it is present for all sp?> bonding [34].
The peak located at 1347 cm™!, commonly denoted as the D peak, originates from a phonon
with A1 symmetry [22]. The D peak, in conjunction with the G peak, is only observed in the
presence of disorder and is not present in the Raman spectra of ideal graphite [22, 34]. A
small, yet notable, feature is present on the shoulder of the D peak at ~1150 cm™'. This peak
is commonly used to characterize nanocrystalline diamond and attributed to sp> bonding
[35-38]. However, Ferrari and Robertson argue that this peak must originate from an
alternate chain of sp? carbon atoms formed by a single hydrogen bonded to each C [39]. A
previous study of GUITAR using x-ray photoelectron spectroscopy showed that the material
could possibly contain alternate chains of sp?-bonded carbon atoms, such as C=N, which

could account for the peak at ~1150 cm™! [2].

a 10000 . . . . . b ' ' ' ' '
5 8000F =1
S L
> 6000 >
h 2]
2 4000 S
o) o : _
e c
= 2000 = /\/L—_'—
L L L L 1 1= 1 1 1 1 L I
1000 1500 2000 2500 3000 3500 4000 1000 1200 1400 1600 1800 2000 2200
. —1 . -1
Raman Shift (cm ) Raman Shift (cm )
c 1640 [ G T T T T T ] d T T T T
<" 1600 S . I
£ 1560+ . 1.2t _ i
L 13800 T - ~
= 13r0- 7 Q 1ok Tt i
n . = I T~
g P ) - ~—
& 1350} . 1 0.8+ ,
= D e I
o 1340 _/ -
./
1330 1 1 1 1 1 06 1 1 1 1 1
1.8 2.0 2.2 2.4 2.6 2.8 1.8 2.0 2.2 24 2.6 2.8
Excitation Energy (eV) Excitation Energy (eV)

Figure 3.6 (a) Raman spectrum of GUITAR on a silicon substrate obtained with a 532 nm
excitation source. (b) The Raman spectra of GUITAR for a variety of excitation energies
showing the prominent D and G peaks. (¢) The positions of the D and G peaks plotted as a
function of excitation energy. (d) The ratio of the intensities of the D and G peaks as a
function of excitation energy.
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Ferrari and Robertson studied the visible Raman spectra of disordered carbons and
presented a three stage model of disorder from graphite to amorphous carbon (a-C) that
simplified the characterization of Raman spectra for all types of carbons [34]. The stages
from ordered to disordered are as follows: Stage (1), graphite to nanocrystalline graphite;
Stage (2), nanocrystalline graphite to a-C with a small sp® content; Stage (3), a-C to
tetrahedral a-C with a high sp® content [34]. Each stage has unique features in its Raman
spectra, which can be used to distinguish between the three stages. Most notable in the
Raman spectrum of Figure 3.6(a) are the broad peak located at ~2800 cm™! and the absence
of well-defined second order G or D peaks. The span of the broad peak is from ~2300—
3200 cm !, It is a feature that is only present in the evolution of Stage (2) of nanocrystalline
graphite to a-C [34, 40] and is a combination of the 2D, D + D’, and 2D’ bands [34, 41].

The excitation energy dependence of GUITAR’s Raman spectrum provides further
evidence that GUITAR corresponds to Stage (2) carbon formation. Figure 3.6(b) shows the
Raman spectra of GUITAR with 1.96 eV (633 nm), 2.33 eV (532 nm), 2.41 eV (514 nm),
2.54 eV (488 nm), and 2.81 eV (442 nm) excitation energies (wavelengths). The Raman
spectrum for each excitation energy was fitted with a Lorentzian line shape for the D peak
and a Breit—-Wigner—Fano (BWF) line shape for the G peak. The BWF line shape function

is,

Io[1 + 2(w — wy)/QT]?

l{w) = 14 [2(w—wy)/T)?

(3.1)

where [ is the intensity, w is the frequency, I, is the peak intensity, w, is the peak position,
[" is the full width at half maximum, and Q is the BWF coupling coefficient. A Lorentzian
shape is recovered in the limit Q! — 0. The asymmetry of the BWF line can account for
lower frequency Raman features at ~1100 cm™! and 1400 cm™! without the addition of two
extra peaks [34], and the combination of the BWF and Lorentzian lines is a good fit for the
Raman spectral features of all types of carbons and excitation energies [34]. We also define

the G peak position as w4, in Equation 3.2:
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(3.2)

where w, lies at higher frequencies because Q is negative and is the position of the
undamped mode, and is therefore higher than the apparent G peak maximum [34]. We also
define the ratio of the intensity of the D and G peaks (I(D)/I(G)) using the peak heights of
the D and G bands rather than the peak areas, which is common when using two Gaussian
fits for the D and G peaks. The positions of the D and G peak are plotted as a function of
excitation energy in Figure 3.6(c). The vertical error bars in Figure 3.6(c) are smaller than
the markers on the plot. The dispersion of the D peak as a function of excitation energy is
~48 cm!/eV and is consistent with the dispersion of the Raman D peak of microcrystalline
graphite [42]. The dispersion of the D peak is present in the Raman spectra of all types of
carbons and has been observed to have an inverse relationship with the degree of disorder
[43]. We observe that the G peak position has little to no dependence with excitation energy

and remains roughly flat at ~1580 cm!

, as shown in Figure 3.6(c). These results are
consistent with studies of the dispersion of the Raman G band of microcrystalline graphite,
where Poéscik et al. observed the G peak position to be independent of excitation energies
ranging from ~1 eV to 4.5 eV and at a band position of ~1580 cm™' [42]. In disordered
carbons, the position of the G peak is positively correlated with excitation energy, and the
degree of its dispersion increases with disorder [43]. For Stage (2) carbon, the position of the
G peak decreases from ~1600 cm™! to 1510 cm™! for nanocrystalline graphite to a-C [34].
Additionally, the G peak does not disperse in nanocrystalline graphite [43], which suggests
that GUITAR lies somewhere near the beginning of Stage (2) carbon formation,
characteristic of nanocrystalline graphite with a low sp® content.

The I(D)/I(G) ratio alone cannot be used to accurately estimate the sp® fraction of Stage
(2) carbon. Ferrari and Robertson studied the Raman spectra of both an amorphization
trajectory and an ordering trajectory with independent measures of the sp® fractions for each
stage. They found a hysteresis cycle that shows no relationship between the I(D)/I(G) ratio
or the position of the G peak and the sp* fraction [34]. The 1(D)/I(G) ratio can, however, be
used to estimate the crystalline size, L, [22]. Tuinstra and Koenig showed that the I(D)/

I(G) ratio is inversely proportional to the average crystal size using the relationship,
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I(D)/I(G) = C(A)/L,, where C(514 nm) ~4.4 nm [21, 22, 44]. In the evolution of Stage (2)
carbon, the I(D)/I(G) ratio approaches zero and the Tuinstra—Koenig relation is no longer
valid. Ferrari and Robertson proposed the following new relationship for a carbon nearing
the end of Stage (2) and approaching that of a-C and the regime of L, <2 nm: I(D)/I(G) =
C'(1)/L%, where C'(514 nm) ~0.0055 [34]. Figure 3.6(d) shows the ratio of the intensities of
the D and G peaks plotted as a function of excitation energy. The features of the Raman
spectra to this point are characteristic of nanocrystalline graphite with a low sp> content,
which in Ferrari’s three stage disorder spectrum lies somewhere in the beginning of Stage
(2), yet its exact location in the evolution of Stage (2) is undetermined. We therefore
estimated the crystal size using both the Tuinstra—Koenig and the Ferrari-Robertson
relationship. We found that for a 514 nm source, the GUITAR crystal size was ~1.5 nm
using the Ferrari-Robertson relationship and ~3.6 nm using the Tuinstra—Koenig

relationship, setting limits on the crystal size of 1.5 nm < L, < 3.6 nm.

3.4.2 GUITAR Surface Morphology

Figure 3.7(a) is an SEM image of the G—SNS surface that exhibits a pattern of smooth
hemispheres ~50—-100 nm in diameter. Figure 3.7(b) is a TEM image of a single G—SNS.
The TEM image in Figure 3.7(c) is a lateral view of the surface of a single G-SNS, showing
the GUITAR/SNS interface. Figure 3.7(d) shows a detailed view of an individual carbon
nanosphere in the GUITAR coating. The TEM images in Figure 3.7(b),(c) show the inner
core of the SNS, which is comprised of several individual silica nanowires bundled together
to form a larger, helical structure ~1 um in diameter. The GUITAR coating is visible on the
outer edge of the SNS and the GUITAR/SNS interface is well-defined. Bare silicon
substrates were placed alongside the bulk SNS samples during the deposition of GUITAR to
compare the surface morphology of GUITAR on SNSs and on a flat surface. The surface
morphology of GUITAR on a flat silicon substrate, as shown in the AFM images in
Figure 3.8, resembles that of a GUITAR coating on a SNS and confirms the presence of an
agglomeration of hemispheres ~50-100 nm in diameter. TEM images of eight individual G—
SNSs were used to calculate the average thickness of the GUITAR coating. For each of the
eight G-SNSs, ~5—10 locations were chosen to measure the thickness of the coating. The

total average thickness of the GUITAR coating was 87 + 32 nm. The AFM images in
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Figure 3.8 are consistent with both the SEM and TEM images in Figure 3.7, and these
images together show that the GUITAR coating is a ~100 nm thick layer comprised of an

agglomeration of irregularly shaped carbon nanospheres with diameters ranging from ~50 to
100 nm.

Figure 3.7 (a) SEM image of the surface of a G-SNS. (b) TEM image of a single G—=SNS
showing the GUITAR coating and the inner core of a SNS. (¢) TEM image of a single G—
SNS showing the interface of the SNS and the GUITAR coating. (d) TEM image showing a
detailed view of an individual carbon nanosphere in the GUITAR coating.

Micrometer-sized and nanometer-sized carbon-shaped spheres have been produced via a
plethora of methods, and a comprehensive study of the variety of morphologies has been
conducted. Inagaki et al. proposed that spherical carbon bodies could be classified into three

categories based on their nanometric texture, e.g., the concentric, radial, and random
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arrangement of the carbon layers [45]. Serp et al. further classified spherical carbons with
three additional categories based on their size: carbon onions and the C, family, with
diameters ranging from 2-20 nm; carbon nanospheres that exhibit a small degree of
graphitization, with diameters ranging from 50 nm to 1 pum; and carbon beads that range in
diameter from one to several microns [46]. Inagaki classified carbon nanospheres produced
from the thermal decomposition of hydrocarbon gases as carbon blacks and proposed a
concentric arrangement of carbon layers [45]. This concentric texture has been observed
with TEM and shows that carbon nanospheres are composed of graphitic layers with
unclosed graphitic flakes on their surfaces [47, 48]. Carbon nanospheres are also generally
observed as an agglomeration of carbon spheres with varying diameters [47, 49-52]. The
coalescence and accretion of carbon nanospheres was observed by Nieto-Marquez et al. via
a catalytic growth method [51], Kang and Wang via catalytic carbonization after treatment
in acetone [47], and by Jin et al. via the pyrolysis of a variety of hydrocarbons in the absence
of a catalyst [50]. The accretion of carbon nanospheres can be attributed to the high surface
reactivity resulting from dangling bonds on the unclosed graphitic flakes residing on the

surface of the spheres [47, 48, 51].

Figure 3.8 (a) Two-dimensional and (b) three-dimensional AFM images of a GUITAR
coating on a silicon substrate.

Figure 3.7(d) shows a detailed view of an individual carbon nanosphere in the GUITAR

coating. The morphology of its outer surface is nonuniform and shows that the sphere’s
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surface is comprised of unclosed graphitic flakes. Upon further inspection of the surface of
the individual carbon nanosphere, we found that the flakes are nonuniform disks, which vary
in diameter from ~1-5 nm. The sizes of these flakes are consistent with estimations of
crystal size according to an analysis of GUITAR’s Raman spectra, which showed that
1.5 nm < L, < 3.6 nm, and the I(D)/I(G) ratio (Figure 3.6(d)), which also shows that
GUITAR is characteristic of a material with a low degree of graphitization. All these
features demonstrate that the building block of the GUITAR coating is a carbon nanosphere,
per the description by Serp et al. and Inagaki et al., which agglomerate to form a film or

coating in the case of the SNSs.

3.4.3 Electrical Characteristics

Figure 3.9(a) shows a false-color SEM image of a typical single G—SNS device spanning a
~6 um gap between two Ti/Au source—drain electrodes. Figure 3.9(b) shows a typical
two-point probe source—drain current—voltage (Isp— Vsp) curve for a single G-SNS device at
room temperature and atmospheric pressure. The inset in Figure 3.9(b) shows a
three-dimensional schematic and electrical diagram of the single G-SNS device. The
Isp—Vsp curve is linear and indicative of Ohmic contacts. All of the devices tested in this
work displayed Ohmic behavior. The total resistance (Rt) obtained from the two-point
Isp- Vsp measurement is the sum of the resistance of the single G—SNS (Rg_sns) and of the
two contact resistances (R¢) at the GUITAR-Ti/Au interface on each end: Rt = Rg_gns +
2Rc. Previous studies on the contact resistance of single- and multi-layered graphene to
Ti/Au metal contacts have reported contact resistances of <250 Q for multi-layered graphene
(~50 layers) [53], and ~165 Q for single-layered graphene [54]. A comparison of the contact
resistances for Ni contacts on graphene and highly ordered pyrolytic graphite (HOPG) has
shown that the measurements are approximately two orders of magnitude higher for Ni
contacts on graphene than on HOPG. This greater contact resistance is attributed to the
higher charge density in HOPG [53]. Additionally, Venugopal et al. have shown that the
contact resistance for metal contacts on multilayered graphene decreases as the number of
graphene layers increases [53]; this is because increasing the number of graphene layers
results in increased carrier concentration, until the structure approaches that of HOPG, i.e.,

becomes more metallic. Since the GUITAR coating is characteristic of a disordered
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multilayered graphitic material, it must have a high charge density, representative of
multi-layered graphene and HOPG. Therefore, the contact resistance of the GUITAR-Ti/Au
is small (<250 Q), or ~3 orders of magnitude smaller than the total resistance of a single G—

SNS (~500 kQ), and therefore can be neglected.
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Figure 3.9 (a) False-color SEM image of a single G-SNS between two source—drain Ti/Au
electrodes. (b) The Ohmic Isp-Vsp curve of a typical G-SNS device and an inset showing a
three-dimensional representation of the device and the corresponding electrical diagram.

The single G-SNS devices failed when the magnitude of Isp exceeded ~10 pA. Care was
taken to avoid applying a large current by keeping the magnitude of Vgp below 3 V. A gate
voltage was applied to the G-SNS via a back-gate. Isp- Vsp curves were measured while the
back-gate voltage was held constant. There was no observable change in the resistance for
back-gate voltages ranging from —20 V to 20 V, suggesting that the device did not exhibit a
field effect, and therefore confirming that it is not semiconducting.

Eleven single G-SNS devices were used to determine the average resistivity and
conductivity of the GUITAR coating. The resistivity (p) of each device was calculated using
Equation 3.3:

p=R=, (3.3)
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where R is the average resistance of the device, A is the cross-sectional area of the GUITAR
coating on the SNS, and L is the length of the G—-SNS. For each single G-SNS device, the
slopes of five Igp-Vgp curves from £1 V were taken at 20 °C and used to calculate the
average resistance for each device. The cross-sectional area of the GUITAR coating was
determined from the average thickness of the GUITAR coating calculated from the TEM
images, as described in section 3.4.2. SEM images of each device were used to determine
the radius and length of the G-SNS. The helical pitch of an individual SNS is random and
uncontrollable during the growth process. Therefore, the helical pitches of the single G-SNS
devices are also random. However, the helical pitch of the single G-SNS devices in this
study were well-defined and constant along the entire span of the electrode gap, meaning the
G-SNS can be represented as a helix with constant radius in the active region of each
device, which allowed for the calculation of the wire diameter and length of each G-SNS. In
some instances, the pitch of the G-SNS was small, so that adjacent coils are in contact with
one another, creating a closed coil along the entire length of its active area in the device. In
this case, the G-SNS was treated as a wire and an average diameter was calculated over the
pitch of two adjacent coils. The average resistivity calculated from the slopes of five
Isp-Vsp curves at 20 °C for each device is shown in Table 3.1. The total average resistivity

of the 11 single G-SNS devices at 20 °Cis 4.3+ 1.3 x 107 Q m.

Table 3.1 The average resistivity of the 11 single G—SNS devices calculated from the slopes
of five Igp-Vgp curves at 20 °C for each device.

Device Average Resistivity (2 m) at 20 °C
3.1+£0.62x 107

—

2 20 £3.8x 107

3 74+14%x1073

4 3.6+£0.75 % 1073
5 2.1£0.62 %107
6 49+1.1x103

7 1.6 +0.18 x 1073
8 1.3£0.25x 107
9 1.2+£0.19x 107
10 1.6£0.34 x 107
11 0.92+0.16 x 1073
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The temperature-dependent Isp- Vgp curves of a single G-SNS device (device 3) from
10-80 °C in increments of 10 °C are displayed in Figure 3.10(a). The inset in Figure 3.10(a)
shows the upper range of the Isp- Vsp plot and the device’s linear change in resistance as a
function of temperature. Note that the Isp-Vsp curve remains Ohmic across the entire
temperature range. The slopes of five Isp-Vsp curves were used to calculate the average
resistivity at each temperature, which are presented in Figure 3.10(b). The vertical error bars
are smaller than the markers used in the plot. The resistivity of the device is linear with

respect to temperature and decreases at ~—1.8 x 107 Q m/°C, i.e., has a negative slope.
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Figure 3.10 (a) Temperature-dependent Isp—- Vg curves of a single G-SNS device (device
3) from 10-80 °C, where the inset is an expanded view of the upper range of Isp-Vsp. (b)
The resistivity vs. temperature profile for the same single G-SNS device, which displays a
negative linear slope.

The linear relationship between resistivity and temperature was used to calculate the
negative temperature coefficient of resistivity (TCOR) at 20 °C. The resistivity of the G—

SNS can be expressed as a function of the temperature (T') as:

p(T) = po [1+ apg(T —Tp)], (3.4

where T, is the reference temperature at 20 °C, p, is the resistivity at the reference
temperature, and «a is the TCOR at 20 °C. For each of the 11 single G-SNS devices, the

slope of the resistivity vs. temperature profile (Ap/AT) was obtained from a linear fit of the
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data, as shown in Figure 3.10(b). The resistivity at the reference temperature of 20 °C for

each device (Table 3.1) and Ap/AT were used to calculate @y, with Equation 3.5:

ag = (Ap/AT)po ™" (3.5)

All the single G-SNS devices displayed equivalent temperature dependence, as shown in
Figure 3.10(b), Table 3.2, and appendix A. Appendix A shows the resistivity vs. temperature
profiles and false-color SEM images of all 11 G—SNS devices. The slope of the resistivity
vs. temperature profile, the resistivity at the reference temperature (p,), and the calculated
TCOR for each device are shown in Table 3.2. The average TCOR of the 11 single G-SNS
devices at 20 °C was —0.0017 + 0.00044 °C"!,

Table 3.2 The slope of the resistivity vs. temperature profile (Ap/AT), the resistivity at the
reference temperature (p,), and the calculated TCOR for each device.

Device Ap/AT (Q m/°C) po (Q m) TCOR (°C)
1 —89+12x10° 3.1+0.62 %107 —2.9+0.69 x 1073
2 —50+1.5x107° 20+3.8x1073 —2.5+0.88x107°
3 —1.8+0.036 x 10°° 7.4+14x1073 —2.4+046 %107
4 —-3.1+0.32x10° 3.6£0.75 %1073 —0.87+0.20 x 10°*
5 —3.7+0.097 x 10°¢ 2.1+£0.62x107° —1.8+0.52x107°
6 —-7.9+0.36x10° 49+1.1x1073 —-1.6+037 %1073
7 —23+£0.032x10° 1.6+0.18 x 1073 —-1.4+£0.17x 107
8 —1.6+£0.043 x 10°¢ 1.3+£025x107° —-1.2+024 %107
9 —1.3+£0.056 x 10°¢ 1.2+£0.19x107° —1.0+£0.17 x 1073
10 —2.2+0.049 x 10°¢ 1.6 £034 %1073 —1.4+029x107°
11 —1.2+0.069 x 10°¢ 0.92+0.16 x 1073 —1.3+024 %107

The electrical resistivity and, in particular, the temperature dependency of the resistivity
of carbon NCs, graphite, and other allotropes of carbon are well-known and have been
studied extensively [8—20]. At and near room temperature, the temperature dependence of
the resistivity for conductive carbons is linear and the TCOR can be calculated using
Equation 3.5. The calculated TCOR values of various conductive carbons are summarized in
Table 3.3. Many authors have reported the temperature dependent resistivities for large
temperature ranges (~0 K to 2000 K), but they did not specifically calculate the TCOR in the
room temperature regime. All the TCOR values listed in Table 3.3, except for GUITAR,
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were extrapolated from the linear regime of the resistivity vs. temperature plots near room

temperature and for AT ~100 °C.

Table 3.3 Comparison of the resistivities, conductivities, and TCOR values for a variety of
materials, including GUITAR.

Resistivity Conductivity Temperature Coefficient

Material p (Qm)at20°C o (S/m) at 20 °C at 20 °C (°C™) Reference

GUITAR 43x1073 2.3 x 107 —0.0017 This Study
Carbon Onions 25% 107 4.0 x 102 N/A [55]
Carbon Black 1.7x1073 6.1 x 10? —0.00094 [10]
a-C (70 nm thick) 1.0 x 1073 1.0 x 10° N/A 8]
Graphitized Soot 33x10* 3.0 x 10° —0.0014 [10]
Carbon NC 1.9x10* 53 x 103 —0.0012 [18]
POCO Graphite AF 9.6 x 1073 1.1 x 10 —0.0023 [10]
Lampblack Graphite 5.5x%107 1.8 x 10* —0.0013 [20]
Carbon 4.5x107 2.2 x 10 —0.00040 [12]
Grade AGOT Graphite 1.0x10° 9.7 x 10 —0.0016 [20]
Natural Graphite 9.8x10°¢ 1.0 x 10° —0.0010 [20]
Grade CS Graphite 7.7x10°6 1.3 x10° —0.0017 [20]
Acheson Graphite 6.3x10°¢ 1.6 x 10° —0.0011 [12]
Carbon NC (as grown) 3.6x10°¢ 2.8 x10° —0.0015 [19]
Carbon NC (annealed) 4.1 %1077 2.4 x10° —0.00072 [19]

The negative temperature dependent resistivity of G—SNS is consistent with GUITAR
being a graphitic form of carbon. The measured resistivity of GUITAR corresponds with
measurements of the resistivity of similarly highly disordered carbon allotropes at room
temperature, and it is on the order of the resistivities of an a-C thin film (70 nm) [8],
nanodiamond-derived carbon onion electrodes [55], and carbon black [10]. The resistivity of
GUITAR is also within an order of magnitude of the resistivities of graphitized soot [10] and
carbon NCs [18] (Table 3.3). The TEM images of GUITAR in Figure 3.7 are similar to
TEM images of carbon black [56] and graphitized soot [57, 58], which is indicative of
similar morphologies and chemical compositions, i.e., a low degree of graphitization. The
higher conductivities of the remainder of the carbon materials in Table 3.3 scale with their
degree of graphitization.

Using the TCOR alone from Table 3.3, it is difficult to distinguish a pure graphite from
more disordered allotropes of carbon, such as a-C. It is therefore important to consider both

the resistivity and the TCOR of GUITAR when classifying it within the spectrum of
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graphitic materials. GUITAR’s negative TCOR near room temperature corresponds with all
the carbon allotropes listed in Table 3.3 and confirms its classification as a graphitic
semimetal material. The Raman spectra; AFM, SEM and TEM images; the negative TCOR
at and near room temperature; and the resistivity of GUITAR confirm that it is a graphitic

semimetal composed of nanocrystalline graphite.

3.5 Conclusion

We used a combination of Raman spectroscopy, AFM, SEM, and TEM images, and the
electrical characterization of 11 single G—SNS devices to study the nanostructure, surface
morphology, electrical resistivity, and negative TCOR of GUITAR in order to classify
GUITAR within the spectrum of carbon materials. The Raman spectra of GUITAR were
consistent with nanocrystalline graphite, in that it had low sp® content with an estimated
crystalline size of ~1.5-3.6 nm. AFM, SEM, and TEM images show that GUITAR is an
agglomeration of carbon nanospheres, where their surface is comprised of unclosed
graphitic flakes ~1-5 nm in size. The electrical properties of GUITAR, as determined from
the electrical measurements of 11 single G-SNS devices, demonstrate that it is a semimetal
and that it has properties consistent with those of nanocrystalline graphite. With this study,
we have definitively identified GUITAR as a nanocrystalline form of graphite where the sp?
bonded graphite nanocrystals are connected via sp® bonding. Finally, we have demonstrated
the utility of SNSs as an insulating support for measuring the electrical properties of

amorphous and polycrystalline materials, or in this case, GUITAR.
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The electrical and optoelectronic properties of nanometer-sized ZnO structures are highly
influenced by its native point defects. Understanding and controlling these defects are
essential for the development of high-performance ZnO-based devices. Here, an electrical
device consisting of a polycrystalline ZnO-coated silica nanospring was fabricated and used
to characterize the electrical and photoconductive properties of the ZnO layer using
near-ultraviolet (405 nm) and sub-bandgap (532 and 633 nm) excitation sources. We
observe a photocurrent response with all three wavelengths and notably with 532 nm green
illumination, which is the energy associated with deep oxygen vacancies. The
polycrystalline ZnO-coated silica nanospring exhibits a high responsivity of 1740 A W™!
with the 405 nm excitation source. Physical models are presented to describe the
photocurrent rise and decay behavior of each excitation source where we suggest that the
rise and decay characteristics are highly dependent on the energy of the excitation source
and the trapping of electrons and holes in intermediate defect levels in the bandgap. The
energy levels of the trap depths were determined from the photoconductive decay data and
are matched to the reported energy levels of singly and doubly ionized oxygen vacancies. A
phenomenological model to describe the dependence of the saturation photocurrent on
excitation intensity is presented in order to understand the characteristics of the observed

breaks in the slopes of the saturation photocurrent versus excitation intensity profile.

4.1 Author’s Note

Most of the material presented in this chapter has been published in Nanotechnology 2021,
32, 035202 [1]. Additional information that does not appear in the journal publication has
been included in the main body of the text to provide a more thorough examination of the
topic. If the reader would like to cite the work presented in this chapter, we refer them to the

published journal article.

4.2 Introduction

Zn0O has a direct wide bandgap (3.37 eV) and a large exciton binding energy at room
temperature (60 meV), which make it an excellent semiconducting candidate for a variety of

applications, including ultraviolet (UV) photodetection [2—6], solar energy conversion [7, 8],
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chemical sensing [9—12], light emitting diodes [13, 14], and piezoelectric nanogenerators
[15]. ZnO is also one of the most promising metal oxide semiconducting materials for
photodetection applications due to its non-toxicity, low cost, ability to be easily synthesized
[16], and high electron mobility [8]. Many of the aforementioned studies link ZnO’s wide
bandgap with UV applications; however, applications such as those used for solar energy
conversion require a wide spectral response with photodetection sensitivity in the visible
light region. Tuning a pristine one-dimensional ZnO nanowire (NW) photodetector to the
visible spectrum has been achieved by surface functionalization with gold nanoparticles [17]
and carbon nanodots [18], by doping with Cu [19] and Mn [20], and by creating a core—shell
structure consisting of a ZnO NW core and Zn-rich ZnO shell [21]. A visible response has
also been observed in ZnO epilayers [22], polycrystalline ZnO [23], ZnO nanocones [24],
and thin-film ZnO [5], all of which include a variety of native point defects (NPDs) in the
bandgap such as oxygen and zinc vacancies, and zinc interstitials. Successful control of the
NPD density in ZnO nanostructures has been achieved through doping, modifying growth
conditions [25], and annealing [23, 24]. The high surface-area-to-volume ratio of ZnO-based
nano-architectures, which is vital to the performance of the many applications of ZnO, is
also greatly affected by a strong sensitivity to these NPDs. Understanding and controlling of
NPDs and how they affect the electrical and optoelectronic properties of ZnO nanostructures
is therefore paramount for the optimization of ZnO-based device architectures.

NPDs have been extensively studied via photoluminescence, which has given evidence
for an abundance of deep and shallow defect levels arising from several prominent
emissions in the red, orange, green, and violet [5, 24, 26-30]. The green emission has been
thoroughly reported [24, 26-29], however its origins are still controversial due to the
complexity of the analyzation of the photoluminescence spectra arising from the multiple
possible donor—acceptor combinations that can match experimental photoluminescence
energies. Identifying the origin of the green emission energy level is further complicated by
variations in the theoretically calculated depths of the NPD energy levels [31, 32]. The
sub-bandgap photocurrent response of a variety of unmodified ZnO structures has been
reported [5, 22-24, 28, 33-40]; however, only approximately half of these studies have
reported a photocurrent response with green light [5, 24, 28, 33, 36, 38, 39], and even fewer

present models for photocurrent generation and recombination from green and other
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sub-bandgap illumination sources. The dependence of the saturation photocurrent on
excitation intensity has also been reported for ZnO-based materials [2, 3, 20, 34, 41-43].
However, to the best of our knowledge, no phenomenological model exists to explain the
observed breaks in the slope of the saturation photocurrent versus excitation intensity profile
for ZnO.

Here, we report on the electrical and photoconductive properties of a thin ~70 nm
polycrystalline ZnO coating on a silica nanospring (SNS) to study how near-UV (405 nm)
and sub-bandgap (532 and 633 nm) excitation affects the photocurrent rise and decay
response, responsivity, and the excitation intensity dependence of the saturation
photocurrent. We observe that the polycrystalline ZnO-coated SNS (ZnO-SNS) exhibits a
typical two-step fast and slow rise and decay photocurrent behavior. Despite the two-step
rise and decay processes having been well documented in previous literature, there is much
debate concerning the predominant underlying physical processes used to describe the rise
and decay photocurrent behavior observed for ZnO-based photodetectors [5, 22, 33, 36, 37,
39, 44-50]. It is well known, however, that these photoconductive properties are highly
dependent on NPDs and their corresponding energy levels within the bandgap [5, 22-24, 33,
37, 46, 48]. We first provide a review of these NPDs and their interactions with external
atmospheric conditions, their behavior as electron (hole) traps, and their sources of
sub-bandgap photocurrent generation. We then present physical models to describe the
near-UV and sub-bandgap photocurrent rise and decay behavior observed in our
experiments. The physical models show that the observed differences in the rate of change
in the rise and decay of the photocurrent for each excitation source is highly dependent on
the excitation wavelength and the trapping of carriers within the bandgap. Finally, we
present a phenomenological model to explain the observed breaks in the slope of the
saturation photocurrent versus excitation intensity profile. These results provide a better
understanding of the visible photocurrent response in ZnO, which is critical for the
advancement of ZnO-based devices and applications that require them to have a wide

spectral response.
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4.3 Experimental Methods

4.3.1 Silica Nanospring Growth

SNSs were grown on Si/SiO2 (500 nm thermal oxide) substrates using a modified chemical
vapor deposition process described in chapter 2, and by Wojcik et al. [S1] and Wang et al.
[52]. The SNS growth time for the samples used in this study was ~10—15 min.

4.3.2 ZnO Deposition

Following SNS growth, a thin ~70 nm coating of ZnO was applied to the SNS surface using
a custom-built atomic layer deposition (ALD) system [10, 11, 53]. The system consisted of a
tube furnace acting as the reaction chamber, which was operated at 170 °C and used the
precursors diethyl zinc (DEZn) and deionized water (DI) as sources of zinc and oxygen,
respectively. The ALD cycle began with the system under vacuum at a base pressure of
~400 mTorr. A 250 ms pulse of DEZn into a 6 sccm flow of Ar pressurized the system to
~2 Torr. The system was then purged for 2 s with Ar and subsequently returned to the base
pressure. An identical cycle was repeated, except for DI in lieu of DEZn, completing the full
ALD cycle. The pressurization of the reaction chamber during the DEZn and DI pulses
facilitates diffusion into the mat of SNSs. A typical ALD process consisted of 150 cycles
and produced an average ZnO thickness of ~70 nm [10, 53].

4.3.3 Device Fabrication

The single ZnO-SNS electrical device fabrication process was the same as described in
section 3.3.3 of chapter 3, except ZnO-SNSs were used in lieu of GUITAR-coated SNSs.
Figure 4.1 shows a representation of the interdigitated electrode design and a false-color
scanning electron microscopy (SEM) image of the single ZnO-SNS device used in the
experiments. The single ZnO—-SNS device was annealed in a tube furnace at temperatures of
300 °C and 400 °C while continually flowing Ar at a rate of 50 sccm to improve the
electrical conductivity between the ZnO—-SNS and the contacts. The furnace was ramped to
the final anneal temperature in 15 min then shut off and allowed to cool for several hours to

~50 °C. The un-annealed and annealed device at 300 °C both displayed current—voltage
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curves in the dark that were characteristic of a Schottky barrier. Annealing at 400 °C

produced an Ohmic response, which is discussed in section 4.6.1.

Figure 4.1 Interdigitated electrode design and false-color SEM image of the single ZnO—
SNS device used in the experiments.

4.3.4 Electrical and Optoelectronic Characterization

Figure 4.2 shows a schematic diagram of the experimental setup that was used for the
electrical and optoelectronic characterization of the single ZnO-SNS device. Electrical
measurements were acquired with a Keithley Model 2400 (Tektronix, Beaverton, OR, USA)
using a two-point probe method with two micromanipulators (Micromanipulator Model 110
with Model 7A probe tip, The Micromanipulator Co., Carson City, NV, USA). The single
ZnO-SNS device was placed on an Olympus BX51 (Olympus Corp., Center Valley, PA,
USA) microscope stage and illuminated with 633 nm HeNe (Melles Griot Model
05-LHR-927, IDEX Health and Sciences, Rochester, NY, USA), 532 nm (AixiZ Model
AD-532-25ADJ, AixiZ, Houston, TX, USA), and 405 nm (AixiZ Model AH405-201230,
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AixiZ, Houston, TX, USA) excitation sources, which were focused on the ZnO—-SNS with a
10x microscope objective producing a spot size of ~300 um. The laser intensity was
controlled with a circular linear variable neutral density filter (Newport Model SOFS04DV .4,
Newport Corp., Irvine, CA, USA) and measured at the sample with a Si photodetector
(Thorlabs Model PDA36A, Thorlabs, Newton, NJ, USA). All electrical and optoelectronic

measurements were performed at room temperature and atmospheric pressure.
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Figure 4.2 Schematic diagram of the experimental setup used for the electrical and
optoelectronic characterization of the single ZnO—SNS device.

4.3.5 Microscopy Equipment
SEM images were obtained with a Zeiss Supra 35 scanning electron microscope (Zeiss,

Peabody, MA, USA).

4.3.6 ZnO Structural Characterization

The crystal structure of the polycrystalline ZnO coating was characterized with a Siemens

x-ray diffractometer D5000 (Siemens, Munich, Germany) using the Cu K line and 2° steps

(A = 1.54 A).
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4.4  Background on Defects, and Photoconduction and Recombination

Mechanisms in ZnO

The UV and sub-bandgap photocurrent response of ZnO is more complex than a typical
band-to-band photocurrent response because of the characteristic long rise and decay
behavior which are indicative of long electron lifetimes arising from photocurrent generation
and recombination processes due to the various NPD types and their corresponding energy
levels within the bandgap of ZnO. Typically, a two-step fast and slow rise and decay
photocurrent behavior is observed for ZnO; however, there is still much debate concerning
the predominant underlying physical processes used to describe these photocurrent
behaviors that have been well documented in previous literature [5, 22, 33, 36, 37, 39, 44—
50]. Furthermore, the literature remains a tangled web of information regarding these
photocurrent behaviors. Therefore, we present the following review of NPDs, and
photoconduction and recombination mechanisms in ZnO to elucidate the many
photoconduction and recombination mechanisms which have been documented in literature,
and to provide a foundation for understanding how NPD interactions with external
atmospheric conditions, behavior as electron or hole traps, and sources of photocurrent
generation can be used to describe the fast and slow rise and decay photoconductive
behavior in our proposed physical models.

There are four main types of NPDs in ZnO: oxygen vacancies (V,), zinc vacancies (Vz,),
zinc and oxygen interstitials (Zn;, O;), and antisites [24, 54]. Oxygen vacancies and zinc
interstitials create donor levels, and the zinc vacancy is an acceptor level [24, 55]. Oxygen
and zinc vacancies are considered to be the most predominant defects in ZnO [24, 56].
Theoretical studies have shown that the oxygen vacancy is actually a deep double donor,
contrary to the notion that it created an abundant free-electron density and was responsible
for the dominant n-type conductivity observed for ZnO [57]. Photoluminescence,
electroluminescence, and density functional theory studies have shown that the neutral
oxygen vacancy (V?) lies ~0.9-1.65 eV above the valence band (VB) edge [31, 58, 59],
while its singly (VJ) and doubly (VF™) charged oxidation states have been reported to lie
~0.9-2.5 eV [5, 26-28] and ~2.25 eV [24] above the VB edge, respectively. The zinc

vacancy has three possible charge states: Vo, Vi, and V5.~ [32, 55], which are reported to
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lie ~0.3 eV [60], ~0.7 eV [30], and ~2.8 eV [30] above the VB edge, respectively. The zinc
interstitial is a shallow double donor which lies ~3.18 eV (~0.22 eV) above the VB (below
the conduction band (CB)) [29, 59], and the oxygen interstitial has been reported to lie
~0.9 eV above the VB [28, 61]. The reported energy levels for a variety of NPDs in ZnO are
shown in Figure 4.3(a). The distances in eV from the CB (VB) are shown above their
respective NPD type as reported from literature. The wide range in reported values of the
various NPD energy levels is due, in part, to the complexity of the analyzation of
photoluminescence spectra arising from the numerous acceptor—donor combinations that can
match experimental photoluminescence energies, and is exacerbated by the variations of the
theoretically calculated defect energy levels as shown in Figure 4.3(a) and in the band

diagram included in an article by Tam et al. [62].
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Figure 4.3 (a) The reported energy levels of various NPDs in ZnO: (1) [26], (2) [27], (3)
[24], (4) [59], (5) [28], (6) [5], (7) [29], (8) [30], (9) [60], (10) [61]. (b) A schematic
representation of two adjacent ZnO crystals showing the conduction and depletion regions,
and the high density of adsorbed oxygen near the grain boundary. Below is the matching
band diagram showing the photoconduction and recombination mechanisms in
polycrystalline ZnO: electron—hole pair generation via (i) band-to-band, (ii) defect level to
CB, and (iii) VB to defect level. Oxygen desorption via (iv) hole capture, and (v) a
photon-assisted molecule desorption mechanism. (vi) Oxygen adsorption. Hole (vii) capture
and (viii) release to and from a defect state. Electron—hole recombination (ix) at a
recombination center and (x) via band-to-band recombination.
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It is well known that in the dark, free electrons from ZnO are captured by the adsorption
of oxygen on the ZnO surface, which induces an upward band bending, forming a low
conductivity depletion region on the surface of a NW [36, 37, 44, 46—48]. In the case of
polycrystalline ZnO, a depletion region is formed at the grain boundary between two
adjacent crystals. Grain boundaries of polycrystalline ZnO have been shown to contain a
higher density of defects compared to grain centers, and grain boundaries host the numerous
defect sites that are responsible for the adsorption of oxygen molecules [33]. According to
density functional theory, a dissociative chemisorption of atmospheric oxygen occurs at the
oxygen vacancy defect site of ZnO by filling the vacant oxygen site with one atomic oxygen
[63]. Physisorption was also found to occur on the surface of defect-free ZnO, however,
because of the abundance of oxygen vacancies in ZnO, oxygen vacancy defect sites were
found to be the more favored adsorption sites for oxygen [63]. These results suggest that
chemisorption is preferred over physisorption, and that chemisorption of atmospheric
oxygen occurs at oxygen vacancy defect sites that are abundant on the structurally
disordered grain boundaries of polycrystalline ZnO.

Figure 4.3(b) is a schematic representation showing two adjacent ZnO nanocrystals
displaying the grain boundary, with a corresponding band diagram and upward band
bending induced by the adsorption of atmospheric oxygen to the high density of oxygen
vacancy defect sites on the structurally disordered grain boundary. The potential barrier
formed by the adsorption of atmospheric oxygen on the grain boundary gives rise to a
conduction and depletion region allowing for the separation of electrons and/or holes during
illumination with UV and sub-bandgap excitation sources. Typically, the initial rapid rise in
ZnO photocurrent is attributed to band-to-band excitations of electron—hole pairs in the case
of UV excitation [4, 46, 64], and to excitations of electron—hole pairs arising from optical
transitions between defect states and the CB in the case of sub-bandgap illumination [22, 24,
65]. In the former case, holes are swept to the grain boundary via the built-in potential; in
the latter, holes are trapped in defect levels lying within the bandgap. In both cases, the
separation of photogenerated holes and electrons increases the electron lifetime, as they are
unlikely to recombine with holes. The result is a rapid increase in photocurrent.
Sub-bandgap illumination can also excite electrons from the VB to a defect level lying

within the bandgap [24, 33]. Here, holes are created in the VB, and the excited electrons that
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are confined to the defect level do not significantly contribute to the total conductivity. In
this case, an increase in conductivity is attributed to a mechanism by which holes swept to
the surface via the potential gradient release adsorbed oxygen through an electron—hole
recombination mechanism to remove oxygen from the surface (oxygen desorption), thereby
releasing trapped electrons which are then able to contribute to the conductivity [33]. These
three electron—hole pair generation mechanisms for UV and sub-bandgap excitation are
shown in Figure 4.3(b) and labeled as processes (i)—(iii). The oxygen desorption mechanism
is labeled as process (iv) in Figure 4.3(b). A significant photocurrent response is also
suggested to occur via a photon-assisted molecule desorption (PAMD) mechanism, where
surface adsorbed oxygen is desorbed via sub-bandgap excitation on the surface of ZnO NWs
[36, 37] and V205 NWs [66]. It is well known that the activation energy for the desorption
of chemically adsorbed oxygen from ZnO is ~1.0 eV [67]. In the PAMD mechanism,
oxygen is desorbed from the surface via an excitation energy greater than the activation
energy for oxygen desorption, thereby releasing trapped electrons into the CB. The PAMD
mechanism is labeled as process (v) in Figure 4.3(b). In all the aforementioned photocurrent
generation mechanisms, the accumulation of holes on the grain boundary and the removal of
oxygen from the surface reduce the barrier height, which further increases conductivity and
contributes to the observed initial fast rise in photocurrent.

Following the rapid rise is a slow rise in photocurrent which has been attributed to the
competition between the oxygen-related adsorption and desorption mechanisms [37, 47, 48].
Oxygen can be desorbed via the hole-release mechanism and/or the PAMD mechanism. In
both desorption mechanisms, trapped electrons are released, contributing to the conductivity.
Competing with the oxygen desorption processes is the adsorption of oxygen that traps
electrons from the CB and the recombination of electrons and holes at recombination
centers, where both processes decrease the conductivity. Ultimately, the combination of
these processes results in a slow increase in photocurrent that eventually saturates when the
generation and recombination rates reach a steady state. The rate of the slow rise in
photocurrent is affected by the concentration of atmospheric oxygen [36, 37, 48, 68], further
suggesting that the slow photocurrent rise response is dominated by the competition between

the oxygen related adsorption and desorption mechanisms.
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The initial rapid decay of photocurrent following termination of illumination has been
attributed to the recombination of electrons and holes via band-to-band recombination [22,
44, 45], and via trap-assisted (Shockley—Read—Hall) recombination [22, 69]. The radiative
portion of these recombination processes can be examined with photoluminescence spectra
and time-resolved photoluminescence transients that occur on the order of ~ns following
termination of illumination [22]. The initial rapid decay of the photocurrent has also been
attributed to a process by which photo-desorbed oxygen in the bulk of polycrystalline ZnO
is quickly re-chemisorbed after termination of the illumination source [43]. In this case, the
majority of the chemisorbed oxygen is assumed to be in the bulk of the material, where it is
not able to be heavily influenced by external oxygen concentrations [43]. The low barrier
height at the termination of illumination also facilitates the re-adsorption of oxygen on the
surface where electrons in the CB can more easily overcome a relatively low energy barrier,
resulting in a quick reduction of the photocurrent.

There are two primary models that have been used to describe the slow photocurrent
decay process, which can exhibit a long decay on the order of hours or days and is typically
referred to as a persistent photoconductivity [22, 34-37, 39, 41, 4649, 70-73]. The first
model attributes the slow portion of the photocurrent decay to the competition between the
oxygen adsorption and desorption mechanisms [36, 46, 48, 68]. The other model attributes
this slow decay to a process by which oxygen vacancies are excited to a metastable state
following a lattice relaxation where the recapture of electrons in the metastable state is
prohibited via a thermally activated barrier [74]. In the former case involving the
competition between the oxygen adsorption and desorption mechanisms, band bending at
the grain boundary is increased as oxygen is re-adsorbed on the surface, which decreases the
probability for an electron to overcome the increased energy barrier. Simultaneously, holes
swept to the grain boundary via the potential gradient release adsorbed oxygen on the
surface, freeing electrons that then contribute to the conductivity. The competition of the
oxygen adsorption and desorption mechanisms results in the slow decrease in the
photocurrent. The rate of decay for the slow portion of the photocurrent has been shown to
be highly dependent on atmospheric conditions, namely oxygen concentration, suggesting
that the surface-related oxygen adsorption and desorption mechanisms are the dominant

processes responsible for the slow photocurrent decay [36, 37, 47, 48, 68, 71]. The effects of
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the slow surface-related oxygen adsorption and desorption mechanisms on the photocurrent
decay are also confirmed with studies of photocurrent decay of ZnO with passivated samples
[22, 46, 75]. Here, the surface passivation of ZnO inhibits the oxygen-related adsorption and
desorption mechanisms, leading to an increased rate of photocurrent relaxation. An
additional mechanism giving rise to the slow decay of photocurrent involves the trapping
and subsequent emission of electrons and/or holes to and from deep defect levels within the
bandgap [22]. A NPD behaving as a hole trap repels electrons and has a small electron
capture cross section resulting from a negative charge when the hole trap is filled with a hole
[22]. Therefore, in contrast to recombination centers, NPDs exhibit slow electron—hole
recombination because holes are typically thermally emitted into the VB before
recombination with an electron to desorb oxygen, recombination at a recombination center,
or re-trapped in another NPD hole trap. These hole trapping and photocurrent generation and
recombination mechanisms, and how they affect the photocurrent rise and decay will be
further discussed in detail in the following sections, which present physical models to
describe the near-UV and sub-bandgap photocurrent rise and decay responses observed in

our experiments.

4.5 Single ZnO-Coated Silica Nanospring Device and ZnO Structure

Figure 4.4(a) shows a false-color SEM image of the single ZnO—SNS device that was used
in our experiments. The single ZnO-SNS spans a ~5 um long gap between two Ti/Au
electrical contacts forming the source—drain electrodes. The inset in Figure 4.4(a) is an SEM
image of the ZnO-SNS surface and shows the uniformly distributed polycrystalline ZnO
coating which has an average particle size of ~20 nm. The ZnO ALD process used to coat
the SNS produces a uniform ~70 nm thick ZnO layer on the surface of the SNS [11, 53] and
has been demonstrated to be advantageous over other deposition methods, such as chemical
vapor deposition, as it allows the user to control the thickness of the coating, the size of the
ZnO nanocrystals, and the ability to coat intricate three-dimensional (3D) shapes [10, 12].
Control of the ZnO nanocrystalline size is particularly important in the application of ZnO—
SNSs used as redox chemical sensors where the ZnO nanocrystalline size was shown to be a
significant factor in the response of the sensors when exposed to explosive compounds [12].

The platform for the ZnO coating is a non-conducting SNS. The helical SNS structure
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serving as a platform for the ZnO is particularly interesting because of its high surface area
compared to a NW of similar dimensions. For example, the SNS with a ~70 nm thick
coating of ZnO and 5 pum free length as shown in Figure 4.4(a) has ~5 times more surface

area than a 70 nm diameter, 5 pm long ZnO NW.
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Figure 4.4 (a) False-color SEM image of the single ZnO—SNS device and inset showing the
surface morphology of the polycrystalline ZnO coating. (b) Powder x-ray diffraction 26
pattern of ZnO-SNSs. (¢) Source—drain current—voltage curves of the ZnO—SNS device in
the dark and when illuminated with 405, 532, and 633 nm excitation sources. The inset
shows a 3D representation of the device with an electrical diagram. (d) A In—In plot showing
the Ohmic behavior of the source—drain current—voltage curves.

The crystalline structure of the ZnO coating was characterized with x-ray diffraction
(XRD). Figure 4.4(b) shows the powder XRD pattern of an ensemble of nanocrystalline
ZnO-SNS structures collected in the 26 range of 20°-60°. The diffraction peaks observed at
26 = 32.02, 34.55, 36.50, 47.81, and 56.87 correspond to lattice planes (100), (002), (101),
(102), and (110), respectively, indicating the polycrystalline hexagonal Wurtzite structure of
the ZnO [53].
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4.6 Photoconductivity

4.6.1 Voltage Dependence of the Photocurrent and ZnO Resistivity

Figure 4.4(c) shows the source—drain current—voltage (Isp— Vsp) characteristics of the single
ZnO-SNS device under dark conditions and when illuminated with 405, 532, and 633 nm
excitation sources. The inset in Figure 4.4(c) shows a 3D representation of the device with
an electrical diagram. The excitation intensity measured at the sample was 2 mW cm 2 for
each illuminated Igp- Vgp measurement. Figure 4.4(d) shows a In—In plot of the dark and
illuminated Isp—-Vsp characteristics which exhibit an Ohmic response (unity slope),
suggesting that there is unimpeded transfer of the majority carriers (electrons) between the
Ti/Au—ZnO interface.

The total resistance (Rt) of the single ZnO—-SNS device is the sum of the resistance of
the ZnO-SNS (Rzn0-sns) and of the two contact resistances attributed to the Ti-Au/ZnO—
SNS contacts on each end of the device (2R¢): Rt = Rzn0-sns + 2Rc. The specific contact
resistance of Ti/Au contacts to ZnO has been studied extensively and reported to be in the
range of ~107 to 10°® Q cm? [76-79]. The estimated contact resistance of our device is
small (~20 kQ), ~4 orders of magnitude lower than the total resistance of the device
(~200 MQ), and therefore can be neglected. The resistivity, p, of the device was calculated

using

A
p= RZnO—SNSZ' (4.1)

where A is the cross sectional area of the ZnO coating on the SNS, and L is the length of the
ZnO-SNS. The cross sectional area of the ZnO layer was calculated by measuring the wire
diameter of the ZnO—-SNS via an SEM image and using an estimation of the ZnO thickness
(~70 nm) based on previous measurements of the thickness of a ZnO coating deposited on a
Si substrate under similar ALD conditions [11, 53]. The helical pitch of individual SNSs are
random and varied during the growth process; however, are usually well-defined for
micron-long sections of its free length. The well-defined and constant helical pitch of the
SNS across the electrode gap was exploited to calculate the length, L, of the ZnO-SNS
device. The resistivity of the single ZnO-SNS in the dark was 166 Q cm, and is in
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agreement with previous measurements of the resistivity of thin-film ZnO (~1-1000 Q cm)
[80, 81]. The illuminated resistivities for A = (405, 532, 633) nm were p = (34, 83,
125) Q cm. The largest change in conductance occurs under illumination with the 405 nm

excitation source, which is increased by a factor of ~5 compared to the dark conductance.

4.6.2 Photocurrent Rise and Decay Response

Figure 4.5 shows the normalized photocurrent response of the single ZnO—SNS device when
illuminated with near-UV (405 nm) and sub-bandgap (532 and 633 nm) excitation sources.
The inset in Figure 4.5 shows the details of the on/off behavior for the 532 and 633 nm

excitation sources. The photocurrent (/) was determined by subtracting the dark current

(Iq) from the total illuminated current, and we define the normalized photocurrent as the
ratio of the photocurrent to the dark current (I¢/lq). The shaded area represents the 15 min
period when the device was illuminated with the respective excitation source. The applied
bias was +0.5 V and the intensity of the excitation source was 2 mW cm 2 for each
photocurrent response measurement. The single ZnO-SNS device was held at a +0.5 V
applied bias for ~2 h in the dark to achieve a steady state dark current prior to illumination
with each respective excitation source. The photocurrent responses of each excitation source
display a typical two-step fast and slow rise and decay behavior. First, there is an initial fast
increase followed by a slow increase in photocurrent which takes minutes to hours to
saturate; when the illumination source is terminated there is an initial fast decrease followed
by a slow decrease in photocurrent which takes hours to return to its initial steady state dark

current value.
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Figure 4.5 The normalized photocurrent response of the single ZnO-SNS device when
illuminated with 405, 532, and 633 nm excitation sources and inset showing the details of
the on/off behavior for the 532 and 633 nm excitation sources. The shaded area represents
the 15 min period when the device was illuminated with the respective excitation source.

4.6.3 Photocurrent Rise Response Analysis

Figure 4.6 shows the details of the fast and slow normalized photocurrent rise response of
each excitation source and the corresponding fits and time constants attained with a double
exponential function that was used to separately analyze and compare the two-step
photocurrent rise response of each excitation source. The shaded area represents the 15 min
period when the device was illuminated with the respective excitation source. The
normalized photocurrent growth for all three wavelengths was fitted with a double

exponential equation of the following form:

I,(t)=A,—Bje ™ —Bye T2, (4.2)

where [, is the normalized photocurrent (I,c/1q), Ao, By, and B, are positive constants, t, is

the time when the illumination source was turned on, and 7; and 7, are the fast and slow
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time constants, respectively. The time constants attained from the double exponential fits are

7, = (4.8,5.5, 12) s and T, = (300, 251, 2550) s for A = (405, 532, 633) nm.
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Figure 4.6 The normalized photocurrent rise characteristics of the (a) 405 nm, (b) 532 nm,
and (¢) 633 nm excitation sources showing double exponential fits and corresponding time
constants for photocurrent growth. The shaded areas represent the 15 min period when the
device was illuminated with the respective source. Displayed to the right of each
photocurrent rise response are the corresponding band diagrams which show the dominant
photocurrent generation and recombination mechanisms for the fast and slow photocurrent
rise response of each respective excitation source.

There is a strong response to the 405 nm (3.06 eV) near-UV excitation source and the
photocurrent increases from Iq by a factor of ~6 in 10 s then slowly increases by an
additional factor of ~2 after 15 min. The observed sub-bandgap photocurrent response for
the 532 and 633 nm excitation sources suggests that there are an abundance of NPDs in the
polycrystalline ZnO [33]. It is well known that the bandgap of bulk defect free ZnO is
3.37 eV; however, a reduction in the bandgap can be achieved with the introduction of

oxygen vacancies [82]. Calculations of the density of states for ZnO with an ideal
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defect-free Wurtzite structure and for a Wurtzite structure containing 6.25% oxygen
vacancies have shown that the bandgaps of these two structures are 3.22 eV and 2.91 eV
[82], respectively, and lower than that of bulk defect-free ZnO. The 405 nm photocurrent
response is ~13x greater than the photocurrent response of the 532 nm excitation source and
~30x greater than the photocurrent response of the 633 nm excitation source 15 min after
illumination. The strong photocurrent response of the 405 nm source cannot be attributed
solely to excitations occurring between defect states and the CB. In our photoconductivity
measurements, the number of excited carriers is proportional to the excitation energy of the
respective source using a constant illumination intensity (2 mW cm?); therefore, we would
expect a proportional increase in the saturation current for the 405, 532, and 633 nm
excitation sources if they are exciting transitions from similar defect levels. We observe this
proportional increase with the 532 and 633 nm excitation sources, but not with the 405 nm
excitation source. A similar proportional increase in photocurrent was observed by Lee et
al., who observed a proportional increase of the photocurrent response of ZnO to red, green,
and blue illumination sources, and a large disproportionate photocurrent response to UV
[83]. Additionally, the non-negligible spectral bandwidth of the 405 nm excitation source
may allow for band-to-band transitions greater than 3.06 eV. We therefore attribute the
dominant mechanism for the initial strong and rapid response of the photocurrent for the
405 nm excitation source to band-to-band excitations of electron—hole pairs, which is
consistent with a reduction of the bandgap from the confirmed Wurtzite structure and
presence of defects in the material, and the non-negligible spectral bandwidth of the 405 nm
excitation source. During the fast photocurrent response, the initial band bending present
before illumination quickly separates photogenerated electrons and holes with electrons
confined to the conduction region and holes swept to the grain boundary, increasing the
electron lifetime and resulting in the observed quick increase in the photocurrent. The
PAMD mechanism also removes adsorbed oxygen from the surface and lowers the potential
barrier. The slow rise in photocurrent can be understood in terms of the surface-related
oxygen adsorption and desorption mechanisms. Oxygen desorption occurs due to the PAMD
mechanism and the hole-assisted recombination mechanism with adsorbed oxygen. The
large accumulation of holes on the grain boundary and the oxygen desorption mechanisms

lower the potential barrier and increase the probability for electrons in the conduction region
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to overcome the barrier and re-adsorb oxygen on the surface. The competition between the
surface-related oxygen desorption mechanisms and the oxygen adsorption mechanism
results in a slow increase in the current that saturates when the rates of these two processes
reach a steady state.

The photocurrent for the 532 nm (2.33 eV) excitation source initially increases from I
by ~20% in 10 s, then slowly increases by an additional ~45% after 15 min. In this case, the
fast response can be attributed to the generation of electron—hole pairs due to optical
transitions between the VB and intermediate defect levels, and between intermediate defect
levels and the CB. Possible transitions from the VB to intermediate defect levels include
VB - V; [33] and VB - Vj,! [24], and possible transitions from intermediate defect levels
to the CB include V. — CB [24, 65] and V0 — CB [74]. A second transition from an excited
state in the intermediate defect level to the CB is possible if the energy level of the excited
state lies less than 2.33 eV below the CB edge [24]. Significant hole trapping occurs due to
transitions from intermediate defect levels to the CB, and fewer holes are swept to the grain
boundary as compared to the 405 nm excitation source. The holes that form a bound exciton
with an electron excited from an intermediate defect level into the CB are likely to be deeply
trapped and unable to thermally relax back to the VB, while holes trapped closer to the VB
thermalize back to the VB to then be re-trapped, recombine with a trapped electron on the
surface to desorb oxygen, or recombine with an electron at a recombination center.
Additionally, holes created due to excitation from intermediate defect states to the CB may
become deeply trapped as a result of the subsequent distortion of the surrounding lattice
[84]. For example, Penfold et al. have shown using simulations and x-ray absorption
spectroscopy combined with a dispersive x-ray emission spectrometer, that photoexcited
holes in ZnO nanoparticles become trapped at V; sites where, after the outward
displacement of the surrounding zinc atoms, becomes a V}* site [84]. Significant hole
trapping results in a reduced oxygen desorption rate relative to that with the 405 nm
excitation source, resulting in a slow rise of the photocurrent. Note that the initial barrier
height should be the same for all three excitation sources, as the device was held in the dark
for ~2 h to achieve a steady state dark current prior to illumination. We postulate that the
dominant process which acts to desorb surface oxygen and reduce the barrier height for the

532 nm excitation source is due to the PAMD mechanism. The change in the height of the
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barrier for the 532 nm excitation source is much less than with the 405 nm excitation source
as a consequence of greater hole trapping, which results in fewer surface oxygen being
desorbed. The higher barrier height with 532 nm, as compared to the 405 nm excitation
source, in conjunction with significant hole trapping, increases the rate of rise for the slow
portion of the 532 nm photocurrent rise response, as the two effects lower the probability for
electrons to overcome the barrier and adsorb surface oxygen.

The photocurrent for the 633 nm (1.96 eV) excitation source initially increases from I4
by ~10% in 10 s and then very slowly increases by an additional ~15% after 15 min. Similar
to the 532 nm excitation source, the fast rise response is attributed to the generation of
electron—hole pairs due to optical transitions between the VB and intermediate defect levels,
and between intermediate defect levels and the CB. A possible transition from the VB to an
intermediate defect level is VB — Vi [33] for V} lying less than 1.96 eV above the VB
edge, and possible transitions from intermediate defect levels to the CB include VM — CB
[24, 65] and VQ — CB [74]. The broad range of reported energy levels as displayed in
Figure 4.3(a) makes it difficult to determine if the VB — VI transition is possible for the 633
nm excitation source. If the VI level lies more than 1.96 eV above the VB edge, the VB -
V& transition is not possible. A second transition from Vi to the CB is possible if the energy
level is less than 1.96 eV below the CB or if, after a lattice distortion, the energy level
changes and allows the transition [24, 84]. Nevertheless, we postulate that the majority of
the transitions occur from intermediate defect states to the CB, resulting in the vast majority
of holes created during illumination being trapped in deep intermediate defect states and
unable to desorb surface oxygen at a rate comparable to the 532 and 405 nm excitation
sources. This results in the smallest change in the potential barrier height, as compared to the
532 and 405 nm excitation sources. The slow photocurrent rise time constant is the greatest
of all three excitation sources (1, = 2550 s). We attribute the very slow photocurrent rise
characteristics to a combination of the PAMD mechanism and the aforementioned hole
trapping resulting from photoexcitation of carriers from intermediate defect states to the CB.
Here, oxygen is desorbed via the PAMD mechanism; however, the high potential barrier and
trapped holes means that oxygen cannot be sufficiently re-adsorbed at a rate comparable to
the 405 and 532 nm excitation sources. The result is a slow rise in the photocurrent that does

not saturate and an abundance of oxygen left on the surface, as compared to the 405 and
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532 nm excitation sources, which is attributed to significant hole trapping. Similar very slow
photocurrent rise characteristics have been observed for a single ZnO NW device under
vacuum, where the re-adsorption of oxygen was inhibited, resulting in a slow photocurrent
rise response due to the rate of oxygen desorption being faster than the rate of adsorption

[48].

4.6.4 Photocurrent Decay Response Analysis

Displayed in Figure 4.7 are the normalized fast and slow photocurrent decay responses for
each excitation source and the corresponding fits and parameters attained with a Kohlrausch
stretched exponential function. The insets are expanded views of the initial fast decay
behavior of the device within the first 20 s after termination of illumination. The shaded
areas represent the period when the device was illuminated with the respective source. The
photocurrent decay curves are best fit with a Kohlrausch stretched exponential function and
a double exponential function, regardless of the excitation source. The Kohlrausch stretched
exponential function is generally used to describe decay in systems that exhibit multiple

energy transfer mechanisms [39, 41, 68, 70, 85] and is of the form

I,(t) = Ce~ /D, (4.3)

where I, is the normalized photocurrent (I, /1), C is a positive constant, T is the relaxation
time constant, and y is a stretching parameter in the range 0 <y < 1. The Kohlrausch
stretched exponential function becomes a classical single exponential function in the limit
y — 1, at which point the differences in energy transfer mechanisms are indistinguishable
[41]. The fitting parameters for the Kohlrausch stretched exponential function in Figure 4.7
are T = (202, 1780, 528) s and y = (0.34, 0.38, 0.51) for A = (405, 532, 633) nm. The
Kohlrausch stretched exponential function is a convenient model to describe systems that
deviate slightly from classical single exponential behavior; however, because there is such a
large spread in reported values of y and 7 in the literature for ZnO photocurrent decay, it is
difficult to distinguish and associate the parameters with an underlying physical process [39,

41, 68]. Therefore, we have also provided the parameters attained with a fit of a double
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exponential function. The double exponential function for the photocurrent decay has the

form

In(t) == DO + Fle_T + er_ Ts ) (44)

where I, is the normalized photocurrent (Ipc/Iq), Dy, Fy, and F, are constants, t; is the time
at termination of illumination, and 75 and t, are the fast and slow relaxation time constants,

respectively. The time constants attained with the double-exponential fits are 73 = (107,

711, 425) s and t, = (1676, 4655, 5571) s for A = (405, 532, 633) nm.

FAST (seconds) SLOW (hours)

2000 4000 6000 8000
Time (s)

0.8|~53l2 nm IU’”‘,»—*'—I'—%I -
— t=1780s "7

S oefls T -
m Vr
-~

2000 4000 6000 8000 10000
Time (s)

T
633 nm oz
T=5288 g2
y=051

0, o
020 7 0

R S
% o2 T © ;"% e0; W
::"__U D 1 1185 1200 1205 1210 1215 1220  s=espes - - Ty _._
"o 1 T A %I T
2000 4000 6000 E5 o]
Time (s)

Figure 4.7 The normalized photocurrent decay characteristics of the (a) 405 nm, (b) 532 nm,
and (c) 633 nm excitation sources, where the solid lines are fits obtained using the
Kohlrausch stretched exponential function. The insets in each photocurrent decay plot show
the initial fast decay behavior within the first 20 s after termination of illumination. The
shaded areas represent the periods when the device was under illumination with the
respective excitation source. Displayed to the right of each decay curve are the
corresponding band diagrams showing the dominant photocurrent relaxation mechanisms for
the fast and slow decay responses.
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When the 405 nm excitation source is turned off, there is an initial sharp decay of the

photocurrent that decreases by ~19% of its value at termination of illumination (I;_.) within
2 s, followed by a slow decay that decreases by ~97% of I; . after 2 h. As discussed earlier,

the radiative portion of the recombination processes occurs on the order of ~ns upon
termination of illumination [22]. Therefore, the observed photocurrent decay and the
corresponding recombination mechanisms on the order of seconds—hours are non-radiative
recombination processes. The initial rapid decay of the photocurrent is likely due to the
quick re-adsorption of oxygen at grain boundaries or near the surface. The low potential
barrier immediately following termination of illumination facilitates the re-adsorption of
oxygen on the surface due to the high probability of an electron in the CB overcoming the
low barrier to re-adsorb oxygen at grain boundaries or near the surface. Also, with 405 nm
excitation there is much less hole trapping and more holes are accumulated on the grain
boundary, as compared to the 532 and 633 nm excitation sources. This allows for a faster
rate of the desorption of oxygen from the surface, keeping the potential barrier lower and
allowing for a quicker recovery of the current during the fast decay process compared to the
532 and 633 nm excitation sources. As the oxygen adsorption and desorption processes
continue, there is a gradual accumulation of negative charge at the surface that increases the
band bending, and in turn slows the rate of photocurrent decay as the probability for an
electron to overcome the potential barrier and re-adsorb oxygen decreases. Ultimately, it is
then the competition between the surface-related oxygen desorption mechanism,
recombination, and oxygen re-adsorption mechanism that are responsible for the slow decay
of the current, which eventually saturates when the oxygen desorption and recombination
rates reach a steady state.

With 532 nm illumination, there is a small, but notable, initial rapid decay of the

photocurrent that decreases by ~12% of I . within 2 s, as shown in the inset of

Figure 4.7(b). The initial rapid decay of the photocurrent can be attributed to trap-assisted
recombination and/or the quick re-adsorption of oxygen at grain boundaries or near the
surface. The high potential barrier immediately following the termination of illumination
decreases the probability for electrons in the CB to overcome the barrier to quickly facilitate
the re-adsorption of oxygen. Therefore, we attribute the initial rapid decay in the first 2 s to

trap-assisted recombination of electrons and holes. The slow decay of the photocurrent with
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532 nm illumination is the slowest of the illumination sources used in this study, where the

photocurrent only decreases by ~80% of I; . after 2 h. We attribute this very slow decay of

the photocurrent to the oxygen adsorption and desorption mechanisms, where the oxygen
desorption mechanism is considerably hindered as a result of the significant hole trapping.
Here, very few holes are swept to the grain boundaries because they are in deep traps.
Alternatively, holes are thermally emitted back to the VB where they can desorb surface
oxygen to free electrons, be re-trapped, or combine with an electron at a recombination
center. The combination of deep hole trapping associated with sub-bandgap excitation and
the corresponding high potential barrier leads to increased carrier lifetimes and an extreme
persistence in the photocurrent.

Like the 532 nm decay response, the 633 nm decay response exhibits an initial rapid

decay of the photocurrent that decreases by ~25% of I;_ . within 2 s and is attributed to

trap-assisted recombination of electrons and holes. Unlike 405 and 532 nm illumination, the
633 nm photocurrent decays back to the dark current value and does so in only 1.5 h
following termination of illumination, which is the quickest recovery of all the illumination
sources. We postulate that immediately following termination of illumination, a very small
number of holes diffuse to the grain boundary, as compared to the 405 and 532 nm
excitation sources. This is attributed to holes trapped in deep defect levels associated with
633 nm illumination, which primarily excited electron—hole pairs from mid-gap defect levels
to the CB. Significant hole trapping in deep defect levels results in the lowest rate of the
desorption of surface oxygen following termination of illumination, as compared to 405 and
532 nm excitation. Finally, based on the low photocurrent with 633 nm excitation relative to
405 and 532 nm excitation, the density of carriers in the CB is accordingly less. The low
density of carriers combined with fewer surface oxygen sites available to re-adsorb oxygen
results in a quicker recovery of the photocurrent, as compared to 405 and 532 nm excitation,
because there are only a small number of carriers that recombine at recombination centers or
assist with the re-adsorption of oxygen at the very few surface oxygen sites available.
Hence, the recovery of the dark current for the 633 nm excitation source is the fastest of all

three illumination sources.
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4.6.5 Trap Depth

The depths of the traps can be estimated from the photocurrent decay curves. The Bube
model for photocurrent decay is given by the relationship, I = Iyexp (—Pt), where [ is the
current at any time t, I, is the current at the moment of termination of illumination, and P is
the probability rate of an electron (hole) escaping from a trap [86]. Since the electrons
(holes) have a Maxwellian distribution of thermal energies, the probability rate that an
electron (hole) will escape from a trap with a depth of energy E at a temperature T is P =
s exp(—E /kT), where k is the Boltzmann constant (1.381 x 1072 J K'!), T is the absolute
temperature, and s is the attempt to escape frequency [87]. The attempt to escape frequency
is the product of the frequency at which phonons attempt to remove electrons (holes) from
traps and the probability of transition from the trap to the conduction (valence) band [40,
87]. The attempt to escape frequency for ZnO has been found to lie between ~10° and
10! Hz at room temperature [22, 87]. Combining the two relations, the energy of the trap

depth at any time t along the photocurrent decay curve can be expressed as
In(1y/1
E =kT Iln(s) —1In <¥>l (4.5)

The trap depths calculated from the photocurrent decay curves for each respective
excitation source at 1, 10, and 100 min after termination of illumination (t,fs) are given in
Table 4.1. The trap depths are given as a range using the low and high values of the attempt
to escape frequency and vary from ~0.65 to 0.82 eV 1 min after t,sr to ~0.74-0.91 eV
100 min after t,rr. The trap depths in the slow portion of the photocurrent decay curves
closely match the peak of the calculated hole trap density spectrum of ZnO epilayers of
~0.9 eV [22] and estimations of the depths of traps in the sub-bandgap photoconductive
decay in polycrystalline ZnO [23]. Penfold et al. have shown using simulations and x-ray
absorption spectroscopy combined with a dispersive x-ray emission spectrometer that
photoexcited holes in ZnO nanoparticles are trapped at V7 defect sites that subsequently
become VSt defect sites following an outward displacement of the surrounding zinc atoms

[84]. The V; defect site has also been proposed as a source of hole trapping based on
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photoluminescence spectra and illumination of ZnO nanorods with a variety of sub-bandgap
excitation sources [28]. The calculated trap depths for the slow portion of the photocurrent
decay curves match the depth of the Vi defect site lying ~0.93 eV above the VB edge [5]
and are close to the estimated energy level of the V* defect site lying ~1.18 eV above the

VB edge [5].

Table 4.1 Calculated trap depths at 1, 10, and 100 min after t,rs using Equation 4.5 and
data from the photocurrent decay curves for each excitation source.

Wavelength (nm) Trap Depth (V) Trap Depth (eV)  Trap Depth (eV)

1 min 10 min 100 min
405 0.65-0.77 0.70-0.82 0.74-0.86
532 0.70-0.82 0.74-0.86 0.78-0.90
633 0.70-0.82 0.75-0.87 0.79-0.91

4.6.6 Saturation Photocurrent Dependence on Excitation Intensity

The excitation intensity dependence of the saturation photocurrent (Ig4;) on a In—In scale for
the 405, 532, and 633 nm excitation sources is displayed in Figure 4.8. The data was
acquired in the range of ~0.1-2.0 mW cm ™ for all three excitation sources, where the
applied bias was held at a constant +0.5 V. The In—In plots of the saturation photocurrent
versus excitation intensity for all three wavelengths consist of distinct linear regions that
follow a power law of the form, I, = CI%, where C is a constant, [ is the intensity of
illumination, and a is an exponent that defines the photocurrent response to excitation
intensity. For 405 nm, three linear regions are observed with corresponding exponents of
0.56, 0.38, and 0.15. Only two linear regions are observed with the 532 and 633 nm
excitation sources. With all illumination sources, the value of a decreases for successive
linear regions and with increasing excitation intensity. The values of the exponents for the
532 and 633 nm excitation sources are a = (0.80, 0.22) and a = (1.1, 0.49), respectively.
Values of o < 1, i.e., sublinear dependence of the photocurrent on excitation intensity,
correspond to trapping, recombination, and electron—hole pair generation within ZnO [88].
The sublinear dependence indicates a continuous and exponential distribution of electron

traps between the CB and the electron Fermi level [40, 88, 89]. According to a physical
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model proposed by Rose [88] to describe the sublinear dependence of the photocurrent on
excitation intensity, increasing the excitation intensity converts increasingly more of the
electron trapping states to recombination states. The slow increase of the density of
recombination states decreases the electron lifetime, resulting in the slow increase in the rise
of the saturation photocurrent and observed sub-linearity [88]. Our results are in agreement
with similar studies of ZnO NWs which also exhibit a sublinear dependence of the

photocurrent on excitation intensity [2, 20, 34].
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Figure 4.8 Saturation photocurrent as a function of excitation intensity on a In—In scale for
(a) 405 nm (b) 532 nm and (¢) 633 nm excitation sources. The applied bias was held
constant at +0.5 V for each set of measurements.
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The responsivity of the single ZnO-SNS device was calculated for each wavelength and
at an excitation intensity of 0.1 mW cm2. The responsivity, R, is defined as the saturation
photocurrent per unit of incident optical power and can be expressed as R = Ig,/(IA),
where [ is the intensity of illumination and A is the irradiated area of the device. The
responsivity was R = (1740, 300, 28.9) A W! for A = (405, 532, 633) nm, and is on the
order of the measured responsivity of ZnO-based photodetectors comprised of surface
functionalized ZnO NWs [18] and ZnO nanoparticles [42].

We propose a simple model to explain the break in the slope of the saturation
photocurrent versus excitation intensity profile observed in Figure 4.8 and Figure 4.9.
Figure 4.9 shows the normalized saturation photocurrent density versus excitation intensity

profile for the 405 nm excitation source. The photocurrent density (/) was determined by

subtracting the dark current density (J4) from the total illuminated current density, and we
define the normalized saturation photocurrent density (Js4¢) as the ratio of the photocurrent

density to the dark current density (J,c//q)- We noted earlier that in the case of illumination

with the 405 nm excitation source, the dominant photoconductive mechanism is the
generation of band-to-band electron—hole pairs; however, photocurrent can be generated via
multiple photoconductive mechanisms, including band-to-band electron—hole pair
generation, a PAMD mechanism, and excitation of electron—hole pairs from the VB to
intermediate defect states and from intermediate defect states to the CB. Recalling that the
saturation photocurrent is taken as the photocurrent when the generation and recombination
processes reach a steady state, as the intensity of the excitation source is increased the
number of photons exciting electrons in the bandgap also increases, resulting in a higher
saturation photocurrent. However, the rate of increase of the saturation photocurrent changes
and tends to decrease, as shown in Figure 4.9. Competing against the photogeneration of
electron—hole pairs are processes that limit the total density of excited states and
subsequently impede conduction, including the recombination of electron—hole pairs via
direct recombination or at recombination centers, which becomes more significant as the
intensity increases. As noted earlier, the rate of change of the saturation photocurrent with
excitation intensity is due to the recombination rate arising from the increase in electron
trapping states becoming recombination states as the excitation intensity is increased [40,

88]. In line with this, it is understood that the rate of recombination increases as more
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electrons and holes are generated. Furthermore, we propose that the rate of increase in
saturation photocurrent depends on the number of energy states that the electrons (holes) can
access in the conduction (valence) band which depend on the photon energy that they
absorbed and the energy level of the defect states in the bandgap where the electrons (holes)

are initially trapped.
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Figure 4.9 The normalized saturation photocurrent density versus excitation intensity profile
of the single ZnO-SNS device when illuminated with the 405 nm excitation source and
fitted with a function given by Equation 4.8. In the figure, the values of [, J,, and J; are
doubled to magnify the profile of each curve. Each curve shows a distinct rise and plateau
that we attribute to different transition levels and rate of recombination processes.

To capture the net effect of these competing mechanisms, a logistic equation was used to
model the impact of excitation intensity on the saturation photocurrent in a single ZnO—-SNS

at steady state, i.e.,

d]sat
dl

= A sqt — b]satz- (4.0)
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The first term in the right-hand side of Equation 4.6 accounts for the generation of electron—
hole pairs, while the second term limits the concentration of electrons (holes) in populating
the conduction (valence) band. The ratio of a and b is the steady state value of the saturated

photocurrent with respect to the excitation intensity. The general solution of Equation 4.6 is

]sat(l) = 4.7)

a
b+ Joe 70T

where [, is the initial intensity of the light source, J,=J/(I,) is the initial photocurrent
density, and r is the rate of rise of the saturation photocurrent with intensity, /. Note that
Equation 4.7 will plateau at a specific illumination intensity. One can understand the
saturation in terms of the density of initial states that the energy of the illumination source
can access and excite into the CB, and because the number density of electrons in a given
state is finite, the contribution to the current density from any given initial state will saturate.
Note that the density of electrons in different initial states varies from state to state. While
recombination, traps, etc. affect the saturation current, we can safely assume that the density
of initial states accessible with a given illumination source sets the upper limit on the
saturation current density, /... Consequently, the contribution of individual initial states or
bands of states to the current density will saturate at different intensities of the illumination
source. When this happens, a break in the photocurrent density is observed. In the case of
532 and 633 nm excitation, a single break is observed within the range of the excitation
intensity used in this study. This suggests that at a minimum, there are two bands of states
that these sources access and excite to the CB. Because the probability of a transition is a
function of the scattering cross section, which depends on the wavelength of light, and the
initial and final state bands of the transition, we must assume that two bands of initial states
accessed with 532 and 633 nm excitation are not necessarily the same. In fact, it is to be
expected given that the 532 nm excitation source can access a larger energy range of initial
states compared to 633 nm excitation, which is evident from the larger photocurrent with
532 nm excitation in Figure 4.5.

In contrast to 532 and 633 nm excitation, two breaks are observed in the normalized

saturation photocurrent density versus intensity profile with 405 nm excitation, as shown in
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Figure 4.8(a). This is to be expected given that the energy of the photons is 3.06 eV and
nearly spans the ZnO bandgap of 3.37 eV. Clearly, a large range of initial states are accessed
using the 405 nm excitation source, which is supported by the largest photocurrent
(Figure 4.5) of the three excitation sources used in this study. Consequently, the saturation
photocurrent versus excitation intensity curve for 405 nm of the single ZnO—SNS can be

fitted with the sum of three different logistic functions of the form of Equation 4.7:

a;
Jtot =1+ ]2+ = 2 b, +]o,ie_ri(1_10) . (4.8)

The results of the fit with Equation 4.8 is displayed in Figure 4.9. The extracted parameters
for the 405 nm excitation source are a; = (3.5, 5.1, 7.1), b; = (1.2, 1.3, 1.4), ], ; = (1.9, 2.0,
3.9), and r; = (46, 5.2, 3.0) for J;, J,, and J3, respectively. The fit indicates that each ratio of
a; and b; pertains to the different transition levels of electrons (holes) from a given defect
state in the bandgap to the conduction (valence) band. Here, ], ; is a function of the number
of electrons (holes) that are involved in the transition to populate the conduction (valence)
band, and r; relates to the recombination rate of electrons and holes, where higher r may be

an indication of slower recombination rates.

4.7 Conclusion

The electrical and photoconductive properties of a single ZnO—SNS were analyzed with
near-UV and sub-bandgap excitation sources and display a typical two-step fast and slow
rise and decay photocurrent behavior, similarly observed in other ZnO materials. The
physical models used to describe the two-step rise and decay photocurrent characteristics
show that these behaviors are highly dependent upon the excitation energy, the depths of the
NPDs, and the subsequent trapping of electrons and holes during and after excitation.
Significant hole trapping with the 532 nm excitation source is attributed as the source of the
observed long photocurrent rise time during illumination and the strong persistence in the
photocurrent following termination of illumination, where trapped holes are unable to
facilitate desorption of surface oxygen and the corresponding high potential barrier increases

the electron lifetime in the CB. The energy levels of the trap depths for each excitation
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source were estimated from the photoconductive decay data and show that shallow level
traps are vacated before deep level traps, and that the depth of the deep level traps during the
slow portion of photoconductive decay at ~0.9 eV closely matches the reported energy
levels of singly and doubly ionized oxygen vacancies, which have previously been shown to
be responsible for hole trapping in ZnO. Use of a phenomenological model shows that the
saturation photocurrent versus excitation intensity profile can be fit with a sum of logistic
functions with each curve representing different recombination rates and transitions from
different defect states in the bandgap. We find that the slopes of the saturation photocurrent
versus excitation intensity dependence profile are a function of the transition probabilities of
defect states, the number of carriers available to populate the conduction (valence) band, and
the rate at which electrons and holes recombine. This work demonstrates the utility of a
ZnO-SNS for obtaining detailed information about defect states in ZnO. Finally, this study
demonstrates the value of constructing similar core—shell nanostructured devices with other

materials to uncover detailed electronic properties of materials.
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5.1 Summary

We have identified the initial phases of formation and growth dynamics of amorphous silica
nanosprings (SNSs). The low temperature and atmospheric pressure conditions during the
initial stages of catalyst formation create an asymmetrically-shaped Au—Si catalyst. Once the
Au-Si catalyst reaches a point of supersaturation, Si reacts with O along the liquid—solid
interface to form solid silica beneath the catalyst. As silica is formed, minimization of the
surface free energy results in the formation of multiple individual silica nanowires beneath
the Au-Si catalyst. The formation of individual silica nanowires is concomitant with the
pinching of the Au—Si catalyst, where each single silica nanowire is localized to a region of
the Au—Si catalyst. Using Laplace’s Law, it is shown that the pinching of the Au—Si catalyst
is a result of the system minimizing its energy.

The growth rates of individual nanowires are directly related to their diameters, and
since the individual silica nanowires beneath a common Au-Si catalyst have variable
diameters, they have corresponding variable growth rates. When the SNS consists of a
bundle of tightly-packed nanowires, as opposed to a row of nanowires, we postulate that an
additional anisotropy in the growth rate is produced when diffusion of O; to the inner
nanowires is hindered by the outer layer of nanowires. In either case, a SNS comprised of
either a row or a bundle of nanowires, the varying growth rates of the individual nanowires
create variations in the work of adhesion (contact angle) about the outer boundary of the
catalyst-nanowires interface. Using Stokes’ theorem and a previous contact angle anisotropy
mechanism that describes the helical precession of single nanowires, we show that an
effective contact angle anisotropy mechanism produces the asymmetry necessary for the
helical precession of the catalyst and the subsequent helical morphology of the SNS.

Utilizing the SNS as an insulating support for the novel conductive carbon, graphite
from the University of Idaho thermolyzed asphalt reaction (GUITAR), has fully revealed its
morphology and allowed the detailed analysis of its electrical transport properties. The
Raman spectrum of a GUITAR coating on a silicon substrate displays two distinct peaks
located at 1347 cm™! and 1589 cm™!, and a broad peak centered at ~2800 cm™'. The broad
peak reveals that GUITAR is located in Stage (2) of Ferrari and Robertson’s three stage
model used to characterize the disorder of carbons, where Stage (2) corresponds to the

evolution of nanocrystalline graphite to amorphous carbon. Further analysis of the excitation
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dependence of GUITAR’s Raman spectrum reveals that the dispersion of the D and G peaks
are indicative of GUITAR being characteristic of nanocrystalline graphite with a low sp
content.

Images obtained via scanning electron microscopy (SEM), transmission electron
microscopy (TEM), and atomic force microscopy (AFM), together show that the GUITAR
coating is a ~100 nm thick layer consisting of an agglomeration of irregularly shaped carbon
nanospheres ranging in diameter from ~50 to 100 nm. Detailed TEM images of a GUITAR
coating on a SNS reveal that the carbon nanospheres are comprised of unclosed graphitic
flakes, varying in diameter from ~1 to 5 nm, consistent with estimations of the crystalline
size calculated via Raman spectroscopic analyses. The analysis of the morphology indicates
that the GUITAR coating is an agglomeration of carbon nanospheres formed via the
accretion of unclosed graphitic flakes.

Eleven single GUITAR-coated SNS electrical devices were fabricated and used to
characterize GUITAR’s electrical transport properties. Each single GUITAR-coated SNS
electrical device displayed a negative temperature coefficient of resistivity. The average
temperature coefficient of resistivity of all 11 single GUITAR-coated SNS electrical devices
was —0.0017 £ 0.00044 °C™!. The average resistivity and average temperature coefficient of
resistivity confirm GUITAR’s classification as a graphitic semimetal with properties
consistent with nanocrystalline graphite. Raman spectroscopy, SEM, TEM, and AFM
images, the negative temperature coefficient of resistivity, and the resistivity of GUITAR
confirm that it is a graphitic semimetal composed of nanocrystalline graphite with a low sp*
content.

A single polycrystalline ZnO-coated SNS electrical device was fabricated and used to
characterize the optoelectronic properties of the polycrystalline ZnO layer using three
excitation sources (405, 532, and 633 nm). The single ZnO-coated SNS device exhibits a
typical two-step fast and slow rise and decay photocurrent response to all three excitation
sources. Physical models were developed to explain the characteristics of the fast and slow
rise and decay photocurrent response of each illumination source. These physical models
show that the photocurrent responses of each illumination source are highly dependent on
the excitation energy, the depths of the native point defects within ZnO, and the trapping of

electrons and holes during and after excitation.
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The slow photocurrent rise response for both the 532 and 633 nm excitation sources is
attributed to the excitation of electron—hole pairs from the valence band to mid-gap states
and from mid-gap states to the conduction band. The latter transitions trap holes in deep
mid-gap states, resulting in a slow rate of the desorption of oxygen from the surface, which
creates a high potential barrier, lowering the probability for electrons to overcome the
barrier and adsorb surface oxygen. The slow rate of rise of the photocurrent response is
enhanced with the 633 nm excitation source due to the energy of the source, mostly allowing
transitions from mid-gap states to the conduction band, resulting in significant hole trapping,
as compared to the 532 nm source. The slow photocurrent decay response for the 532 nm
excitation source is attributed to significant deep hole trapping associated with sub-bandgap
excitation, which considerably hinders the oxygen desorption mechanism, resulting in a high
potential barrier and increased carrier lifetimes.

The depths of the traps have been estimated from the photocurrent decay curves of all
three illumination sources. The calculated trap depths at 1, 10, and 100 min intervals
following termination of illumination show that shallow level traps are vacated before deep
level traps and that the deep level traps located at ~0.74—0.91 eV closely match the depths of
single and doubly ionized oxygen vacancies that have previously been identified to be
sources for hole trapping in ZnO.

The saturation photocurrent dependence on excitation intensity has been investigated for
each illumination source. The In—In plots of the saturation photocurrent versus excitation
intensity display distinct linear regions that can be represented by a power law, where the
exponent defines the photocurrent response to excitation intensity. The slow increase in the
density of recombination states, attributed to the conversion of electron trapping states to
recombination states, decreases the electron lifetime and results in the observed
sub-linearity. A phenomenological model was developed to explain the breaks in the slope
of the saturation photocurrent versus excitation intensity profile for each excitation source.
A logistic equation was used to model the saturation photocurrent dependence on excitation
intensity. The saturation photocurrent versus excitation intensity profile for the 405 nm
excitation source can be fitted with the sum of three different logistic functions, with each
curve representing transitions from different defect states in the bandgap and different

recombination rates.
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5.2 Conclusion

We have investigated the initial phases of formation and growth dynamics of amorphous
SNSs. Bundles of silica nanowires with varying diameters connected beneath a common
Au-Si catalyst have corresponding varying growth rates. This variation in the growth rates
creates an asymmetry in the interfacial surface tension about the outer boundary of the
catalyst-nanowires interface and produces the subsequent helical morphology of the SNS.
An effective contact angle anisotropy mechanism is presented and used to explain the helical
morphology of SNSs. The effective contact angle anisotropy mechanism can be applied to
other types of systems consisting of bundles of amorphous nanowires or nanotubes. The
characterization of the initial phases of formation and growth dynamics of SNSs will assist
future researchers in the development of methods for creating nanosprings and nanowires
from other materials.

The latter part of this dissertation demonstrates the utility of the SNS as a suitable
insulating support for the detailed characterization of the morphology and the electronic and
optoelectronic properties of two-dimensional amorphous and polycrystalline nanocoatings.
Single GUITAR- and ZnO-coated SNS electrical devices were fabricated and used to
characterize GUITAR’s electrical transport properties and the electrical and optoelectronic
properties of polycrystalline ZnO. Raman spectroscopic analyses, the characterization of the
electrical transport properties of 11 single GUITAR-coated SNS electrical devices, and the
use of SNSs as a support for GUITAR have fully revealed GUITAR’s morphology and its
nanocrystalline graphitic structure. Understanding the fundamental electronic and structural
properties of GUITAR will further reveal and advance its potential for applications in
energy storage and conversion and in biological sensing.

The effects of sub-bandgap transitions and the defect density of states on the
photocurrent response of a single ZnO-coated SNS have been investigated. The slow rise
and decay photocurrent behavior of the 532 and 633 nm excitation sources is due to the
trapping of carriers in deep mid-gap states and depends on the energy of the illumination
source. A phenomenological model is presented to describe the saturation photocurrent
dependence on excitation intensity and shows that the slopes of the saturation photocurrent
versus excitation intensity profile of each illumination source are a function of the

recombination rate of electrons and holes, the number of carriers available to populate the
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conduction (valence) band, and the transition probabilities of defect states. Our investigation
of the sub-bandgap photocurrent response in ZnO will assist future researchers in the
advancement of ZnO-based device applications that require a wide spectral response.
Finally, the work presented in this dissertation demonstrates the value of constructing
similar core—shell nanostructured devices with other materials to uncover detailed electronic

properties of materials.

5.3 Future Directions

The following is a summary of suggestions for improvements to, and future directions for
the work presented in this dissertation. The electrical devices used in chapters 3 and 4 were
fabricated using the drop-casting method described in section 3.3.3 of chapter 3. We have
found that the drop-casting method is the most efficient method to fabricate single
GUITAR- and ZnO-coated SNS electrical devices. The efficiency of the drop-casting
method is due to the SNS growth and subsequent coating procedures and the limitations of
standard photolithography procedures.

Several other fabrication methods have been proposed; however, they involve extra
photolithography steps and present their own set of challenges to overcome. For example,
circular, round, and triangular gold catalyst shapes were created on a Si/SiO2 substrate using
a standard photolithography procedure described in section 2.3.2 of chapter 2. SNSs were
grown from these catalyst shapes to investigate the relationship between SNS growth paths
and catalyst shapes. If a SNS could grow in a predictable path from the edge of the catalyst,
subsequent masks could be designed to coat the SNSs with various metals or metal-oxides
and create electrical contacts. However, this method involves several additional
photolithography steps compared to the drop-casting fabrication method described in
chapter 3 and could potentially leave photoresist residue between the SNS and its outer-shell
coating. Another possible method to fabricate single metal- and metal-oxide-coated SNS
devices is to use electron-beam lithography following drop-casting on a Si/Si0; substrate.
This procedure would be advantageous over the fabrication methods described in chapter 3
because it would ensure the alignment of electrical contacts on each end of the coated SNS.

Electron-beam lithography would also facilitate the fabrication of multiple contacts on a
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single coated SNS that could accurately measure the resistivity and specific contact
resistance using the transmission line model [1] measurement technique.

The drop-casting fabrication method described in chapter 3 did not result in significant
device yields, despite the efficiency of the fabrication method. As described in chapter 3, 27
electrodes, each with a ~12,000 pm long channel, were patterned on a 2.5 x 2.5 cm? Si/SiO»
substrate (chip) following drop-casting. This fabrication method resulted in approximately
five active devices per chip. A re-design of the electrode mask could easily incorporate ~200

12,000 um long channel electrodes per 2.5 x 2.5 cm?

chip, significantly increasing the
probability of achieving properly aligned electrical contacts with a single SNS and could
result in an approximately eightfold increase in the number of active devices per chip.
Utilizing the SNS as an insulating support for GUITAR and the subsequent electrical
device fabrication was an efficient method for measuring the electrical transport properties
of GUITAR; however, the varying diameters of the SNSs used in the electrical devices, as
well as the lack of a method to measure the thickness of the GUITAR coatings on individual
SNSs provided a large degree of error compared to other possible electrical device
architectures. Additionally, the two-point probe method cannot measure the specific contact
resistance of the GUITAR-Ti/Au electrical contacts. Significant improvements in the
accuracy of measurements of GUITAR’s electrical transport properties can be achieved by
creating an electrical device consisting of a GUITAR coating on a flat substrate with a
well-defined active area. Figure 5.1 shows the fabrication process for this GUITAR
electrical device. GUITAR could be coated onto a substrate with pre-defined
mask-alignment marks. Following the deposition of GUITAR on the substrate, photoresist
would be spun onto the GUITAR coating, and a mask would be used to create a pattern of
rectangular strips of GUITAR. Using the photoresist as a mask, the GUITAR could be
etched using oxygen plasma, creating rectangular strips of GUITAR. A final
photolithography step to define metal contacts, followed by metal deposition and lift-off,
would produce a GUITAR electrical device with a well-defined active area and the option to
include multiple electrical contacts on one strip of GUITAR. The thickness of the GUITAR
coating in the active area could be measured by AFM, and the transmission line model
measurement method [1] could be employed to measure the resistivity and specific contact

resistance of the GUITAR-Ti/Au electrical contacts.
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Figure 5.1 GUITAR electrical device fabrication process. (a) Photoresist is spun onto
substrate. (b) Photoresist is patterned for alignment marks and developed. (¢) Metal
alignment marks are deposited via thermal evaporation and remaining metal and photoresist
are removed. (d) GUITAR is coated onto substrate and photoresist is spun on top of
GUITAR. (e) Photoresist is patterned and developed for GUITAR etching. (f) GUITAR is
removed via oxygen plasma etching and remaining photoresist is removed. (g) Photoresist is
spun onto sample. (h) Photoresist is patterned for electrodes and developed. (i) Ti/Au are
deposited via thermal evaporation and remaining Ti/Au and photoresist are removed.

Further research regarding the rate of rise and decay of the photocurrent response for the
single ZnO-coated SNS device can be performed by repeating the experiments after surface
passivation, adjusting the oxygen concentration, or heating. Surface passivation and
decreasing the oxygen concentration would inhibit the oxygen adsorption and desorption
mechanisms and decrease the rate of decay of the photocurrent [2—8]. Heating will also
decrease the rate of decay of the photocurrent [9]. However, these methods will not give
detailed information about the identity, density, and depths of native point defects. Future
experiments should focus on identifying and controlling the density of native point defects
and their behavior as electron (hole) traps and studying the resulting photocurrent response
characteristics. Penfold et al. have used x-ray absorption spectroscopy combined with a
dispersive x-ray emission spectrometer to identify the source of the singly charged oxygen
vacancy hole trap in ZnO [10], and controlling the native point defect density in ZnO can be

achieved through doping, the modification of growth conditions [11], and annealing [12,
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13]. Identifying and controlling native point defects in ZnO will be critical to understanding

ZnO’s optoelectronic properties and for developing effective ZnO-based nanoarchitectures

for use in solar energy conversion applications.
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APPENDIX A

Single GUITAR-Coated Silica Nanospring

Devices Overview
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This appendix presents the resistivity vs. temperature profiles and false-color scanning
electron microscopy images of the 11 single GUITAR-coated silica nanospring electrical
devices used in the experiments described in chapter 3. The scanning electron microscopy
images were acquired following electrical characterization and may not be representative of

the device’s condition during experimentation.
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